
LINEAR ALGEBRA

EXAM 3

FALL 2020

Name:
Honor Code Statement:

Signature:

Directions: Complete all problems. Justify all answers/solutions. Calculators,
cell-phones, texts, and notes are not permitted – the only permitted items to use
are pens, pencils, rulers and erasers. Good luck!

Preparatory work: For this exam, you will use the following special vector
- let’s call it s - that is unique to you. The vector s is an element of R3, where
the first entry is the number of letters in your first name, the second entry is the
number of letters in your last name and the third entry is zero. (For example, John

Schmitt would write the vector s=

 4
7
0

.) Write your s here.

It’s often said that a pet (like a cat, dog or chicken) can make for a good constant
companion. Write the name of your constant companion here and count the number
of letters in that name. This number we will denote by c.

Date: December 11, 2020.
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(1) [5 points] Give an example of a linear transformation from R3 to R3 such
that your special vector s is an eigenvector with eigenvalue c. Give another
example of a linear transformation from R3 to R3 such that your special
vector s is not an eigenvector. Justify each.



LINEAR ALGEBRA EXAM 3 FALL 2020 3

(2) [5 points] Let S be a c × c matrix with each entry of S equal to 1
c . State

what a steady-state vector for this matrix S would be and find one.
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(3) [10 points] The following matrix A is not diagonalizable. Show that this is
the case by first computing the eigenvalues of A and then by making some
additional calculations.

A=

 1 0 0
1 2 0
−3 5 2





LINEAR ALGEBRA EXAM 3 FALL 2020 5

(4) [10 points] Construct an orthogonal basis for R3 containing your special
vector s. (Points are awarded for the simplicity of your solution.) Justify
your solution.
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(5) [5 points] The following two vectors are an orthogonal basis for a subspace

S of R3, {s,u} where s is your special vector and u =

 0
0
8

.

Find the projection of b onto S, where b=

 1
0
2

, and the component

of b orthogonal to S.
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(6) [10 points] Use the normal equations to find the least squares solution of
the following linear system Ax = b given by

2x1 + 1x2 = −5

−2x1 = 8

2x1 + 3x2 = 1.
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(7) [5 points] (Beware: this is sort of a trick question.) Suppose that A is a
3 × 3 matrix the columns of which form a linearly independent set. If I
were to ask for the least-squares error for the equation Ax = s (where s is
your special vector), what is it? Explain in three sentences.
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(8) [10 points] Apply the Gram-Schmidt process to transform the following
set of basis vectors into an orthogonal basis for the same subspace: u1 =
(0, 2, 1, 0),u2 = (1,−1, 0, 0),u3 = (1, 0, 0, 1).
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(9) [5 points] Google’s PageRank Algorithm: Google’s PageRank algo-
rithm seeks to rank webpages according to importance. Suppose that we
form the n × n link matrix A for a web consisting of n webpages. This
matrix is column-stochastic (i.e. each column sums to 1) and so there is a
solution to Ax = x. But suppose there are two solutions x1 and x2 which
form a linearly independent set. What problem does this pose to ranking?
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(10) [10 points] The Pythagorean Theorem states if u and v are orthogonal,
then ||u + v||2 = ||u||2 + ||v||2. A proof of this theorem is given below.

Proof:

||u + v||2 = (u + v)T (u + v) (1)

= (uT + vT )(u + v) (2)

= uTu + uTv + vTu + vTv (3)

= ||u||2 + ||v||2. (4)

Of the four equality signs in the proof, circle the one which takes ad-
vantage of the assumption that u and v are orthogonal. In two or three
sentences, use the definition of orthogonal to explain your choice.


