Conducting an experiment

discontinued in the following series of sessions. The communicatio
treatment seemed to make little difference in Series 1, and the subs
quent sessions were conducted under conditions of full communicatio
The results of Series 1 clustered around the common prediction ¢
models 1-8, and 16 and seem to decisively reject models 9-15 for this
committee institution and environment. Series 2 was designed to isola
models 5 and 7 from 1-4, 6, and 16. The results did not support models
5and 7 and clustered around the common prediction of the other mode!
Series 3 sessions were designed so core and voting equilibrium did not
exist; only the obvious point (model 16) and min-max set (model
were defined. The committee outcomes were dispersed around the mi
max set, though the explanatory power of the set was not high. On the
other hand, absence of the core did not result in complete dispersion
of the outcomes over the blackboard as some theories have predicted.
Fiorina and Plott (1978) is a good example of a seminal experimen
conducted with little more than paper, pencil, and chalkboard for equip-
ment and facilities. In this, as in any other good experiment, most 0
the work goes into defining the critical issues, identifying the relevan
theories and facts, and designing critical experiments before any subject
are recruited. The published paper includes detailed instructions anc
parameters to enable the reader to replicate their research. Instruction
have been reproduced in Appendix II.

Data analysis

agine that you have just assembled the raw data from your recent
eriments on market efficiency. You gaze at sheets of paper covered
th numbers specifying which subjects did what and when they did it.
. Do the data support the efficient-markets hypothesis or not? You could
re at the raw data for hours and be none the wiser. It is time to begin
ur data analysis. You will transform and process the raw data in
rious ways to find out what they have to say. Think of data analysis
a form of interrogation. But be gentle — coax the data to tell their
in story. You will learn very little if you torture the data until they
€ss.

This chapter introduces the basic tools for analyzing experimental
data. Many experimentalists prefer a two-phase approach. The first
e is qualitative or descriptive and is intended to give an overview
what the data have to say. The tools are graphs and summary statistics.
¢ second phase is more quantitative and is intended to give specific
swers to specific questions. Here the tools are inferential statistics.
xperimental data and happenstance data raise the same general is-
es and require mostly the same analytical techniques, but there are
otable differences in emphasis. Experimental data often come from
wly created environments and are unlikely to be familiar to most
ers, so the descriptive phase is particularly important. In most re-
pects, statistical inference is quite straightforward for data obtained in
ell-designed experiments. Some subtleties do arise, which we discuss
 Section 7.2. Section 7.3 should provide helpful perspectives on sta-
cal tests of experimental data and a quick review of several specific
sts, but for systematic training you will have to consult texts such as
ox et al. (1978), Conover (1980), or Kirk (1982). Finally, after sum-
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Table 7.1 Data from trading period Day 18 of double-auction asset

marizing our advice on data analysis, we illustrate the main ideas while
market Das2

reviewing some of the literature on first price auctions.

7.1 Graphs and summary statistics fod subper time  id o g g ==
1 qty bask qty

Day 18 of session Das2 was about as simple and straightforward _ e v skl e s S o s
as a trading period can be in a double-auction asset-market experiment. 1 a7 2 i ::K 165 1.00 0.00 1.00 1.65  1.00
There were 8 traders divided equally into two types, each trader initially : 98 2 . o o -l g
endowed with three shares. At the beginning of each 2-minute trading 1 :g; : ] s E-gg 1.00  0.70  1.00 }:gg }:33
period (“Day”), all traders were notified of their per share payouts for. ] e I . B 0 e i RIR =
the Day; for Day 18 the payouts were 25 cents for type 1 traders and 1 - i o e aa 10 150 tae
75 cents for type 2 traders. (Some Days type 1 traders get a payout of : - S : oy i by =
$1.95 and some Days type 2 traders get a payout of $1.65 in this session.) : iy s ; :;ﬁ ‘1’::;' :-% g 6 1.00 1.50  1.00
You might like to know whether all shares were acquired by the traders -y - : MM i ewm im iR s
who valued them most highly (type 2), whether prices approached the ] 0 0 : = B s R 11w 1
fundamental value of 75 cents, whether prices were volatile, whether 1 - S : . 2m ‘oW Ve 1 4
convergence was fast or slow or nonexistent, and so on. : = f - o gy :-gg Lo
Table 7.1 provides a complete record of all activity in the trading 1 292 5 . ;g'fn g-;i 1.00 0.74 1.00 0.95 ::u
period, about 100 events (bids, asks, etc) in all. Look at Table 7.1 for : §g‘;‘ g : cNBID 0.7 o g:;: }'gg g'gg by
a minute or two. Do these raw data answer your questions clearly? Now 1 306 5 3 = x5 100 095 1.0
look at Figure 7.1, where the same data are plotted. (The upper stcp ] 5 : s osn . oY iR wm
function is the best ask price, the lower step function is the best bid : } 379 ; ::g g:;: :-gg g-;& 1.00 0.95 1.0
price, and stars indicate transaction prices. The horizontal dashed line 1 i;g . ; 1 ol 1 un 100 6% 13
is the equilibrium price, $0.75 per share. The realized payouts (1B, 2B) } 38 2 - B0 0.7 }:33 g}?':: 1'33 0.5 1.0
for the two trader types are indicated in the upper left corner, and the 1 P ; A 0% 1.00 6% 148 60 1
final allocation of shares is indicated in the lower right corner.) You can } :g; ; H e ;: gg ' g: ;: } gg 3.94 1
see at a glance in Figure 7.1 exactly what happened on Day 18 of session 1 - 3 g::m g-gi 1.00 0.7 1.00 otg; }3
Dasl. After about 10 seconds the traders had begun to digest the bad : :77:; 4 - CANASK 0.70  -- g:;: }-gg g-g; 1.0
news (the low payouts to type 1 and 2 traders are indicated in the uppes 1 @1 3 2 0 n T 2 100 0.3 1.0
left corner of the graph by the notation 1B, 2B). Bids rose quickly t + o £ s Bn - 06 imose
near the fundamental value of 75 cents and asks gradually decline 3 506 0 . - o WO ... B L 093 10
toward that value, taking about 60 seconds to converge. By this tim 1 2 3 M O 10 om e om 18
traders transacted 6 times, all accepted bids. Accepted asks were corl ! 538 0 - = 1 = o8 = 0.90 1.0
: . : 57 0 « : 00 076  1.00 0.85 1.0
mon in the 8 later transactions. Except in the first 30 seconds, the pac 1 e 4 2 el (i 0.65 1.00 0.85 1.0
of trade was quite steady and all transactions prices were between 7 ] - 0 S B e ¢ Mmoo
i i . : ASK - 1.00 0.85 1.0
and 75 cents per share. By the end of the trading period, all 24 shar : 582 0 i o gg: 1.00 065 yinnnoas A
: 609 0 : o O G g-zfsn 1.00 0.85 1.0
. 1.00 0.85 1.0

cococo

were held by the right type (2) of traders.
Summary statistics can be very useful in conjunction with graphs 0

even on their own. The final allocations shown in the lower right corn
of the graph are summary statistics. Another example not shown €

plicitly is the mean transaction price. It is $0.725, a —2.5 cent deviatio

from equilibrium. This single number summarizes much of the info

mation in Table 7.1 relevant to testing equilibrium theory.
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Table 7.1 (cont.)
52.40] 15
$2.307 2p
period subper time id cpid event price qty bbid qty bask :g.fg-
18 1 BIEL s . CANASK 0.74  -- 0.65 1.00 0.85 b
18 1 614 6 0 SoLb  0.74 1.00 0.65 1.00 0.85 $1.80
18 1 620 4 - REE 07610 oS fuh o .74
18 1 L - BID 0700 1.00  0.70 100 °0.7% T
18 2 655 2 - BID 0.66 1.00 0.66 1.00 0.74 $1.40]
18 2 & a0 - BID 0.7 1.00 0.7 100 0.7% P 51,301
18 2 g 5 ASK 080 100 073 100 0.7 s S
18 2 Eea i . ASE 07 100 0l 10 0. G 4t
18 2 735 0 - CANBID 0.73  -- 0.66 1.00 0.74 s0.50]
18 2 739 7 - CANASK 0.70 -- 0.66 1.00 0.74 20,809,
18 2 739 7 0 SOLb 0.73 1.00 0.66 1.00 0.7% 40304
18 2 745 4 - CANASK 0.74  -- 0.66 1.00 0.74 s
18 2 751 2 - BID | 067  1.00 047 106 0.7 5 20,40
18 2 766 % - ASK  0.70 1.00 0.67 1.00 0.70 $0.303
18 2 772 0 - CANBID 0.74  -- 0.67 1.00 0.70 "
18 2 e b . CANASK 0.70  -- 0.67 1.00 0.85 20 00— e
18 2 77 6 BOUGHT 0.70 1.00 0.67 1.00 0.85 % AU i, 100 120
18 2 TB7. & - ASK  0.71 1.00 0.67 1.00 0.71 tin seconds)
18 2 816 0 - CANBID 0.74  -- 0.67 1.00 0.71 : ;
18 o 824 4 ? CANASK 0.71  -- 0.67  1.00 0.85 Fig. 7.1 Time graph for Day 18 of Das2. The upper step function is
}g g g‘é g 4 :‘;:““T g-;& 1-33 g'g; }'gg g';g the best ask price, the lower step function is the best bid price, and
18 2 870 0 & CANBID O0.74  -- 0.67 1.00 0.70 stars indicate transaction prices. The horizontal dashed line is the equi-
18 2 872 7 - CANASK 0.70  -- 0.67  1.00 0.85 librium price, $0.75 per share. The realized payouts (1B, 2B) for the
}g g :g 2 7 :g‘ax'ﬁ"T 3-2 :-gg 3-2; }-gg g-% ; two trader types are indicated in the upper left corner, and the final
18 > 911 2 3 i o7 100 0.67 1.00 0.73 allocation of shares is indicated in the lower right corner.
18 2 915 7 - AsK  0.80 1.00 0.67 1.00 0.73
18 2 ol7 & . ASK  0.74 1.00 0.67 1.00 0.73
18 2 932 0 - CANBID 0.74  -- 0.67 1.00 0.73
18 2 938 2 . CANASK 0.73  -- 0.67 1.00 0.74
18 2 938 0 2 BOUGHT 0.73  1.00 0.67 1.00 0.74
8 2 %6 6 . ASK  0.72 1.00 0.67 1.00 0.72 ; : ; ;
= > %2 0 : BID 0.70 1.00 0.70 1.00 0.7 For another example, consider the risky choice experiments reported
}g : g;i g - g:::;: g-g i g-g; :-gg g-g ; Kachelmeier and Shehata (1992). Their raw data are certainty equiv-
18 2 974 7 0 SOLD  0.70 1.00 0.67 1.00 0.72 lents (selling prices elicited via the Becker-DeGroot-Marschak pro-
s 3 T : N Ino1s oy olw B edure mentioned in Section 4.2) from various subjects for various
18 2 1028 0 - BID 0.70 1.00 0.71 1.00 0.72 tteries with differing probabilities of winning a fixed cash prize. With
. - = : - o A oy 4 b or 0 trials for each of 20 subjects in their first session, the raw data consists
18 2 1079 6 - CANASK u.g T g.;} :.gg gg : of 1,000 numbers. Their main summary statistic is called CE ratio, the
GHT 0. 52 : 3 T2 ; A :

}3 : 133?: 2 : :2‘,’( 0.7 1.00 0.71 1.00 0.73 tio of tllle certainty equivalent to the expected value, usually averaged
18 2 11§$ 0 . m:;: g.;; = g.;: }.gg g-g ver subjects. Figure 7.2 reproduces their Figure 1. You can see at a
18 2 1 2 - CAN s -- 5 ! : 3 g . i
e 3 " o 2 BOUGHT 0.73 1.00 0.71 1.00 0.85 glance that subjects demanded a substantial premium before they were
18 2 1165 0 - BID 073 1.0 0.TZ 1.00 0.8 willing to sell the i ae . .
S g S8 & : e i - G - g to sell the low probability lotteries, but the premium decreased

as the win probability increased and when a high cash prize was sub-

: . : . o stituted for the low cash prize.

,{ir?;eirssn‘:ﬁﬁfl}rgj ,];1(;Egtgfeofygeio;:df:ﬁ;;‘;3‘?;&:“3;'3"‘235‘gﬁ?:;;?g‘gf PDe;?g * How can you choose a good summary description of your data? Per-
Traders with 1.D.’s 4-7 are type 2 and have payout $0.75. The counterparty in haps the ‘bes.t advice is to look.at past work for an effective presentation,
a transaction appears in the cpid column. In this session the quantity traded and modify it to deal with special features of your own data. The tradition

(qty) is always 1.0, i.e., trades are for single indivisible shares. The best bid behind Figure 7.1, for example, goes back at least to Smith (1962). But
and best ask are denoted bbid and bask.
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ous data. For example, summary data might show that one subject in
ky choice experiment has a much lower CE ratio at low win prob-
lities than the other subjects. Further investigation might disclose
he low average is due to selling prices of zero. You should then
whether the prices were correctly recorded, whether the subject
ved proper instructions, and so forth. If the data are in fact correct,
might wish to see whether other subjects indulge in zero selling
ces. The upshot might be a modified theory in which subjects with
ow expected winnings and high subjective computational costs will
id zero, with implications that go to the foundations of decision theory!
you hadn’t worked out the data summary, you probably wouldn’t
spotted the zero bids and you would have missed the opportunity
correct your data or to extend the theory.

A second goal of qualitative data analysis is to guide subsequent
titative analysis. For example, you may wish to analyze discrep-
ancies between theoretical equilibrium prices and actual prices in a
double-auction market. But what is the appropriate “actual price”? Is
average transaction price in a trading period? The last transaction
? The midpoint of the bid-ask price interval? A summary graph
ike Figure 7.1 gives you a basis for making an appropriate choice and
icates whether other choices are likely to give different answers. Your
rmal statistical inferences will be more reliable if they are grounded
good descriptive analysis.

A third goal is pedagogical. A good graphical display or set of de-
riptive statistics gives your reader an easily accessible overview of your
data. The reader will then be encouraged to read on to your conclusions
will be in a better position to assess their credibility.

Data summaries are less important for well-known happenstance data,
ch as financial market data or national income accounts data compiled
by government agencies. The econometrician analyzing such data prob-
ly already has an adequate perspective on the data and is aware of
ts main features. Her readers will want to get quickly to her contri-
tion, perhaps a more subtle inferential statistic, and may be impatient
vith a lot of familiar descriptive statistics. By contrast, experimental
data usually are new and in some respects unfamiliar, so a descriptive
summary is essential.

Sometimes the main question addressed in an experiment can be
answered directly from the summary statistics or graphs. For example,
e issue in a set of recent market experiments was whether a theoret-
cally inefficient market institution called CHQ was less efficient in prac-
tice than a theoretically more efficient institution called CH. Figure 7.3

Average  4-
Ratio
of
Certainty 4
Equivalent 351
to

Expected
Value

~
RISK-NEUTRAL REFERENCE LINE

S R N T

Percentage Chan
of Winning

Legend: - - - +--- Low prize condition (1 yuan)
——4—— High prize condition (10 yuan)

Fig. 7.2 Certainty equivalents and expected values.

the display was modified to show bids, asks, and transactions in cloc
time, rather than just the traditional transaction sequences, because a
important goal for the experiment was to see how bids and asks adju:
over time.

A good summary of your data accomplishes several goals. F1rst
allows you to see regularities (or irregularities) in the data that reqmre
further investigation. Graphs are a remarkably efficient means of scree
ing for erroneous data. It is equally important to spot correct but anom
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sentation of the data. Some other economists (anonymous referees
e most part) insist on hypothesis tests even when the Savage test
ms conclusive. They argue that your clever graphical presentation
overstate the weight of the evidence and that the discipline of
ducting hypothesis tests will help keep you honest.
st practicing experimental economists, including both of us, take
ntermediate position. Occasionally the Savage test should convince
the most skeptical, and then it is sufficient. More often it will not
uffice. Experimental economists, unlike physicists, usually have to deal
many nuisance variables and relatively few observations, so even
ever designs and large budgets can not always produce transparent
ilts. When in doubt (or in doubt about referees) we recommend that
_conduct routine hypothesis tests.

Efficiency (Percent)

7.2 Statistical inference: Preliminaries

Suppose that your graphs and descriptive statistics do not give
stal clear answers to some of your questions, even though your ex-
erimental design and descriptive statistics are well chosen. At this point
“jou turn to the second phase of the data analysis: formal statistical tests,
inferences. The formal tests are generally meant to provide specific
nswers to questions of the form “Does treatment X affect outcome
' For example, does the double auction market institution (treatment
= DA) increase market efficiency (outcome Y) relative to an alter-
ve institution (treatment X = CH)? Sometimes you ask questions

f the form “Is outcome Y better predicted by model M1 or by model
?!?

i i i d quantity-only
Fig. 7.3 Efficiency under the clearinghouse (CH) an ‘
cll::garinghouse (CHQ) institutions. Efficiency is dc[_ined as trading prof
its paid as a percentage of maximum possible trading profits. The data
come from all 19 CH periods and the first 19 (_ZHQ_penods of t
sessions (Chql-Ch4a and Chq2—-Ch4b) reported in Friedman and
troy (1993).

graphs efficiency in the two sessions using both institutio_ns. (Efﬁme.ncl]_,f
is defined as trading profits paid as a percentage of maximum possﬂ:u1
trading profits. The data come from all 19 CH periods and the ﬁ:szl :
CHAQ periods of two sessions, Chql-Ch4a gnd Clth-Chtib, repor ehsl
Friedman and Ostroy, 1993.) The answer 18 obv_lous from t}le grap :
it immediately strikes your eye that efﬁcienq{ is always hlgheF in the.
CH markets, irrespective of the group of subjects. or other n.ulsa:{lcc .
Leonard J. Savage referred to the pratice of dr'avffmg COnCl‘l‘l‘SIOI'lS r(;m_:;
such blindingly obvious graphs or summary statistics as the “interocular

- :
trall'::::; ?)ihcr test really necessary? Experimental physi_cists u?.ually rely :
on Savage’s test and seldom resort to formal hypothe_sm testm%. fS(ljlm(;__
of our respected colleagues say privately that economists s‘houl !o low
the physicists’ example. If the interocular trauma test is inconclusive,
they argue, then you should rethink your experimental design oOf you._r

- The most obvious way to answer the first sort of question is to compare
he effects {y,,} associated with one treatment X = DA to the effects
x} associated an alternative treatment X = CH. If the y,,,’s are larger
n average you might be tempted to conclude that the DA institution
 more efficient. Likewise, you would be tempted to conclude that
nodel M1 is better than M2 if on average its forecasts are more accurate.
ut your conclusion might be incorrect because of experimental error.
he rest of this section will equip you with the conceptual tools for
nderstanding the sources and consequences of experimental error.
ater sections introduce statistical techniques for making correct infer-
hce_s even when some experimental error is unavoidable.

7.2.1 Basic concepts

Statistical procedures begin with a collection of observations. A
ingle observation is often called a run or experimental trial. A trial will
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can minimize sampling error within the bounds of your finite resource!
That is, you can take steps to avoid bad samples and to get good samples.

There are two main ways of getting good samples. The first is to make
the sample as close as possible to a classic random sample, in whic
each observation is independently selected from the population distri- =
bution. That is, in a random sample, each point in the population has
an equal chance of being selected in each observation. The other way:
is to try to take a “stratified” or balanced sample, in which you subdivide_
the population into several segments and draw observations from ea
segment with frequency proportional to the weight of the segment
the population distribution. For example, in a voter survey (a field:
experiment) each interviewee could be drawn from the voter populati
by some random device such as throwing a dart at a printout of register
voters. This procedure could give you a truly random sample. Profe
sional interviewers usually prefer a balanced sample, in which they se
ment the population by age, sex, education, location of residence,
other observable variables, and then select a proportionate number
interviewees from each segment. A balanced sample will tend to produce
smaller sample errors than a random sample of the same size to the
extent that outcomes differ across segments, the segments are obse
able, and their weights in the population are known. Otherwise, random
samples are preferable.

Finding procedures that give you good (random or balanced) samp!
is not always easy. The general problem is that there may be unr
ognized relationships among relevant variables in your experiment 50
that your data represent a small and atypical portion of the population
rather than the population as a whole. For example, suppose an ex:
perimenter wants to measure the degree of altruism in individual su
jects. If he selects subjects in the usual way, advertising the opportuni
to earn “‘substantial cash rewards” in undergraduate economics classc
and signing up volunteers, his altruism measurements probably will nof
be typical of the population of U.S. residents. He failed to recognize
the possible relationship between the variables [attends economics class| &
and [responds to advertisement promising cash] and the outcome [m
sured altruism]. As a result, he probably collected an unbalanced, noII
random biased sample.

Perhaps the most important advantage of experimental data is that i
can provide better samples than happenstance data. Two examples 0
bad samples of happenstance data may help drive this point home.

ommercial/industrial, and consumer. When he regresses historical bank
fits on quantities (amounts outstanding in each loan category) he
s unstable coefficient estimates — the magnitude and even the sign
e when he varies the beginning or ending dates of the historical
r when he switches from monthly to quarterly data. The underlying
blem turns out to be that the bank’s policy has been to keep tight
unds on the portfolio composition. For example from 1970 to 1985
| estate loans were not allowed to exceed 30 percent of the loan
io and never fell below 27 percent. The historical data therefore
come from a thin slice of the hypothetical profitability population,
as a result the separate effects of the explanatory variables (the loan
ories), can’t reliably be estimated from this unbalanced and
nrandom sample. Perhaps the analyst will have better luck with his
tistical analysis if he can find similar banks with different portfolio
olicies and can construct a balanced sample from the combined data.
econometrician would call Sample 1 a case of insufficient variation
multicollinearity. The problem need not arise from deliberate policy.
xample, the historical capital/labor ratio and the factor price ratio
might be almost constant in an industry, precluding good estimates of

lasticity of substitution from historical data. Since focus variables
erally are controllable in the laboratory, you can avoid bad samples
s sort by choosing good experimental designs. Factorial and related
igns covered in Chapter 3 ensure that the focus variables vary
lependently and over a sufficient range so that you can assess their

. Bad Happenstance Sample 2. An antitrust analyst studies the
tionship between concentration and price over time in several
towly defined industries. To her surprise she finds several industries
which periods of lower prices seem to go with periods of greater
i noentratlon (i.e., fewer competing firms). Further investigation
( closes that in most of these cases both price and concentration were
iven by a third variable, the price of related goods. For example, in
¢slide rule industry, price decreases and i increasing concentration were
h consequences of dramatic reductions in the price of electronic
ulators.

An econometrician probably would call this an omitted-variables
oblem or an identification problem, and could provide a long list of
lated examples. The historical price data for slide rules were a biased
ple of their concentration-segmented population distribution
ause the demand-side relationship with the electronic calculator price

Bad Happenstance Sample 1. A bank analyst wants to estimat : L :
at least its impact on slide-rule quantity demanded) was not

his bank’s profitability in its major loan categories: real estate,
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see whether subjects in a game theory experiment are equally likely
choose each of their two available pure strategies, x = 0 or 1. You¢
impose the parametric structure that the mean choice x is normally
distributed with unknown population mean p and known variance s’/n,
where n is the sample size and s* = 3, (x; — ¥)’/(n—1) is the us
variance estimate. Under the null hypothesis that the population me
is 0.5, the normalized sample mean z = n"(x — 0.5)/s has the u
normal distribution. An observed ¥ = 0.6 from a sample of size n
36 with s = 0.2 yields z = 6(0.1)/0.2 = 3.0. Tables show that
probability of drawing an observation 1z| = 3.0 from the unit normal
distribution is only about 0.0026 (a two-tailed test) and the probabi
of drawing a z = 3.0 is about 0.0013 (a one-tailed test). It is better
use the more powerful one-tailed test whenever you can specify the
direction of the effect of treatment. Here you can confidently reject th
hypothesis that the true population mean is 0.5 and that the observ
sample mean of 0.6 was due solely to sampling error. :
Of course, the test just described assumes you know the popula
variance. In practice, you usually only know the sample estimate s*. Th
internal parametric reference distribution based on a normal populatio
with unknown mean and unknown variance is called Student ¢, after
pseudonym adopted by the statistician William S. Gossett (1876-19
In a t-test you compare the same normalized sample mean n'%(x — 0
s to tabulated values for the Student ¢ distribution with v = n
degrees of freedom. In the example with ¢ = 3.0 and v = 35, we gets
one- and two-tailed probabilities of about 0.0025 and 0.005. The p
abilities are about twice as large as with the normal reference distr
bution, but they are still small enough for you to reject confidently the;
null hypothesis. :
You can use more elaborate formulas but the same logic to test
potheses of the form “treatment A promotes higher performance
treatment B.” Assume that measured performance is normally dis
uted with unknown mean p, () under treatment A (B) and tha
unknown variance is the same under both treatments. Then the “po
¢ statistic

.hed pairs, you can sharpen the test. Form the matched pair dif-
Iences X, = X4 — Xp, and compute their mean X, and variance s,
hen form the “matched 17 statistic, 1,, = n'%%,)/s,. For sufﬁcienit)l);
g \{alues of either t,, or ¢, you can confidently reject the null hy-
esis thz!t the A and B populations have the same distribution.
A numerical illustration may be in order. Recall the boys’ shoes ex-
] le. of Section 3.3, in which we want to know whether the new sole
rial A wears more slowly than the old material B. The data reported
ox et al. (1978, p- 100) give sample sizes of n, = nz = 10, sample
¢ans of measured wear of X, = 10.63, Xz = 11.04 (so X, = ,—0 41)
§ = 2.43, and sp, = 0.386. Then ¢, = (10.63 — 11.04!(2.43!5";) -
41/1.09 = —0.38, while ¢, = (10'?)(—0.41)/0.386 = —3.36. Tables
the Student ¢ distribution give one-sided 1 percent critical values of
for the pooled ¢ (a = 0.01, v = 18) and 2.82 for the matched pair
= 0.01, v = 9). Since the absolute value of t,, exceeds the critical
3 we conclude that the new material A wears significantly more
'hy dlq we pose “no effect” as the null hypothesis and the effect we
: 100kll}g for as the alternative hypothesis? This is the customary
ay to do it. Although you can find an occasional counterexample in
llte’rature (e.g., Schotter and Braunstein, 1981; De Long and Lang
it usually is considered bad form to reach a conclusion by failiné
ject the null hypothesis. Perhaps you failed to reject because the
 are sparse or noisy, not because the null hypothesis really is correct
_I.rt.:aders Wfll probably find it more satisfying if you reach you;
lusion b'y rejecting a boring null hypothesis in favor of your desired
. one-sided) alternative hypothesis, as in the example. Why use a
cent confidence level? Custom again. Smaller confidence levels are
ef, since we are talking about the probability of mistakenly rejecting
e null hypothesis. Economists often will settle for a 5 percent or
___10 percent confidence level when working with a small or noisy
set, but everyone prefers a 2 percent or 1 percent confidence level
the data are reasonably good.
hy were we able to reject the null using the matched ¢ but not the
led ¢ statlstir.: in the example? Recall that the matched-pair design
ning materl‘al§ A and B randomly (to left and right or right anci
ho<? soles, is intended to eliminate experimental error due to nuis-
E_}rlables. The sharp decrease in s, relative to s, and therefore the
D, increase in l,. relative to f,, demonstrates the success of the
ched-pair design in this example.
¢ reference distributions discussed so far assume that the underlying

t, = (o — %) /(s (IIn, + 1/n)"),

where the sample sizes are n, and np, and the combined sample varian
is 5, has the Student ¢ distribution with v = n, + nz — 2 degrees
freedom. _

If you designed your experiment so that A and B trials occur
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populations are normally distributed. The Central Limit Theorem pro
vides some justification for assuming that the mean of a random sampl_‘
is normally distributed, even when the observations themselves are not
drawn from a normally distributed population. Nevertheless, the no
mality assumption remains unattractive in some cases. For e)'tample, th
period-by-period market efficiency data in Figure 7.3 certainly are no
even approximately normal. More extreme examples occur when you
equilibrium occurs at a corner, so deviations can’t even be symmetri
(See Chapter 9 for an example called Bernoulli-choice experlmel?ts.) In"
such cases you may prefer to use a free-form (or nonparametric) re
erence distribution in testing the null hypothesis that treatments A an
B yield the same population distribution of outcomes. The idea i_s that_
if the null hypothesig is true, then each assignment to A or B .tnals of
the measured outcomes is equally likely. The reference distribution the
consists of all possible assignments of the data to the treatments, an
the test statistics give the probability that a difference between the ._
and B trials at least as extreme as observed could have come from:
random assignment. :
The Wilcoxon (or Mann-Whitney U) statistic is perhaps the mo
popular example of a nonparametric test. You (or preferably your com t
puter programs) rank-order the data from lowest measured efficienc i it
to highest, keeping track of whether each trial was an AorB treatment3
Then you sum the ranks S for the (say) A trials. The statistic Y h‘
known mean and variance under the null hypothesis of no differenti
effect when there are an equal number n of observations under .th ;
and B treatments, so the distribution of the statistic 7" = mean/variance %
is approximately unit normal in large samples. Good statistical prograi
can compute the exact probabilities (confidence levels) for any ?"-vai_l
even in moderate-sized samples, and in samples of unequal sizes.
useful variation of this Wilcoxon test, explained on p. 226 of Cono
allows you to test the null hypothesis of equal variances instead of |
usual null hypothesis of equal means. _ _
Another popular statistic, called the binom.lal or signs test, uses
nonparametric reference distribution which is especially useful fi L
matched-pair data. You (or the computer programs) count the num?_)
r of paired differences that are positive and. Fhe number w thaF are;
negative. Under the null hypothesis that positive :imd negative diffi
ences are equally likely, » has a binomial distribution with mean
and variance n(0.5)(1 — 0.5), where n = r + w. A little algebia
shows that normalized sample mean is z = (r — w)/(r + w)lZ.
statistic is approximately unit normal in large samples; its exact bino

tribution can be calculated precisely in small samples. (It is customary
all samples to subtract the “continuity correction” 0.5 from the
numerator.) Once again, you can reject the null hypothesis of no dif-
tial effect in favor of the hypothesis that A leads to larger obser-
tions than B if z is sufficiently large.
The Wilcoxon test is computationally simple and the binomial test is
en simpler. But the Wilcoxon test keeps track only of ordinal rela-
ionships and ignores quantitative sample information, and the binomial
st ignores all sample information except the signs of the matched-pair
rences. Ignoring information reduces power of the test. In the pres-
era of cheap computing power it is worth considering nonparametric
dures that are computationally demanding but use all sample in-
mation. The prime example is called the bootstrap. To illustrate,
pose your data consists of five matched Paiss (s v i = 1. .,
Construct an internal reference distribution of hypothetical data by
ng all permutations of the actual data. Thus you have 2° = 32
thetical sets of matched pairs, one of which is the actual data. For
: hypothetical data set A, compute the difference of means ¥ —
Iy, these thirty-two differences form the reference distribution for the
| difference X, — %,. The fraction of the hypothetical differences
xceed the actual difference is the confidence level with which you
1 1eject the null hypothesis of no difference in favor of the alternative
pothesis that X, > X,,.
‘0u can also bootstrap unmatched data. Given n A-observations and
B-observations, there are (n+m)!/(n Im!) hypothetical assignments of
n+m actual observations to the two treatment levels with 7 assigned
A and m to B. Under the null hypothesis of no effect, the set of
ypothetical A-means (B-means) defines a reference distribution for the
bserved A-mean (B-mean). (See Box et al., 1978, p. 97, for a numerical
ple.) The bootstrap reference distribution converges to the t-

istribution as the sample size increases, but gives more accurate con-
idence levels in small samples.

7.3.2 External reference distributions
Sometimes theory prescribes a specific reference distribution.
_example, you may conduct a k player game experiment where the
off function has a unique mixed-strategy Nash equilibrium p,, . . .,
1en you probably want to test the hypothesis that observed strategy
BICIES My, ..., 1, represent N = n, + ... + n, independent draws
om the reference distribution P1; - .-, Py — that is, that your subjects
il play the Nash-equilibrium strategy. A standard test is to compute
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the normalized sum of squared deviations There are several general-purpose test statistics that compare an em-
rlcal distribution to a reference distribution. The Kolmogorov-
m_irnloff statistic measures the maximum distance between the two cu-
mulative distribution functions; you can reject the null hypothesis that
the underlying population distributions are the same for sufficiently large
values of the test statistic (Conover, ch. 6).
. The tests mentioned so far deal only with a single treatment variable.
ppose your experiment features several treatment variables and you
are satisfied with a (multivariate) normal reference distribution. Then
u can use the classical analysis of variance (ANOVA) procedures.
{OVA allocates the variance in your data to each treatment variable
d to residual variance. Appropriate variance ratios have the F-
bution (discovered by R. A. Fisher, of course) under the null
_.othesis that the treatment variable has no effect. Thus, you can get
Tatios for each treatment variable and compare them all to tabulated
cal values of the F-distribution to determine which of your treatment
cifects are significant. For details see any statistics text used by social
itists other than economists.
ost economists are more familiar with multiple regression than with
OVA. Fortunately, you can get equivalent test statistics from mul-
regression because ANOVA is a special case of the general linear
! ._n_:l (see Kirk, 1982, ch. 5). The regression for two-level treatment
Variables is simple. Just define a 0-1 dummy variable for each treatment
able, and regress your data on a constant and the dummies. The
a}ed coefficient for each dummy is the mean effect of the corre-
ing treatment, and its ¢-statistic is the standard 7 test statistic for
null hypothesis that the treatment variable has no effect. If your
“design kept the treatment variables orthogonal, then these ¢ tests are
ndependent and the results will not be affected when you omit or include
er treatment variables in the regression.
e di§cussi0ns in this section focus on hypothesis testing for treat-
t variables. The ideas apply equally well to comparing alternative
dels, say models A and B. Let x,; and xy; be the forecast errors of
two models for predicting observation i. Then you can use all the
ched-pair tests as well as the more general tests to try to reject the
ypothesis that the A-errors have the same distribution as the B-

.
(ﬂ‘ - p)
cC=)—.

i Pi

It turns out that C has the Chi-squared distribution with k& — 1 degt
of freedom, so you locate your computed value in a standard table fc
determine the confidence with which you can reject the null hypothesis

The origin of external reference distributions can be empirical rathe
than theoretical. Suppose, for example, you run experiments para :
to the extensive published work of Professor Jones. Using her publishe
data (request raw data from her directly if the published data are
adequate), you can estimate the parameters of an appropriate distri
bution (e.g., normal or binomial) and use that fitted distribution as yo
reference distribution. Then go ahead and see if you can reject the usu
sort of null hypothesis—for example, that the mean of your data is
same as the mean of her data (the reference mean). Alternatively
your software permits, you can use the exact empirical distributio
her data as your reference distribution. Then you can run the usu
nonparametric tests, such as the Wilcoxon and the bootstrap, to
whether you can reject the usual null hypothesis. Failure to reject
null hypothesis in this case is evidence that you successfully replicat
Professor Jones’s results.

7.3.3 More statistical tests
The test statistics mentioned so far — the normalized sample
mean, the pooled ¢ and matched t, the Wilcoxon T, the binomial z, a
the Chi-squared statistics — are not the only ones useful for hypothe
testing. To begin with, the Chi-squared statistic is handy even in the
absence of a theoretical reference distribution. For example, you m
want to see whether treatments such as instructions or feedback inf
mation affect the strategy frequencies in your game-theory experiment
The standard approach is to write out a contingency table (columns;
defined by treatments and rows by strategies) and calculate a Chi
squared statistic analogous to C for the entire table; large values al
you to reject the null hypothesis that the treatment had no effect.
There are many other statistical tests associated with contingency:
tables. Perhaps the best known is Fisher’s exact test. It is appropii
for contingency tables where both row totals and column totals
constrained by your design and/or by the nature of the task. See Chapt
4 of Conover (1980) for a clear exposition.

finai remark on statistical technique. This chapter has emphasized
ssical hyPothesis testing and estimation because these are widely used
economists and better suited to experimental data than to happen-
Stance data. You should also be aware that there are numerous Bayesian
hplques. Roughly speaking, these techniques summarize the empir-
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fskcptical colleagues find your conclusions obvious from your qual-
ative analysis, then you are ready to get on to your final write-up.
ﬁ_sually you will run some formal statistical tests to better understand
what your data have to say. If so,

ical evidence by mapping prior beliefs (before exposure to the data) into
posterior beliefs (after digesting the data). Bayesian techniques gener-
ally are more consistent with decision theory and eventually may replace
classical statistical techniques, but at present are not standardized fi

experimental (or even happenstance) data. Therefore we omit coverage,
and refer the interested reader to Leamer (1978) for a general position
statement and to Boylan and El-Gamal (1992) for a recent application
to experimental data.

6. Look for appropriate external reference distributions, arising
frcn_n theory or from existing data. If external reference distri-
butions are unavailable or insufficient, use standard parametric
and nonparametric internal reference distributions.

i Co_nduc:t the relevant hypothesis tests or equivalent parameter
estimation procedures (regressions). Include a caveat if you
suspect your design hasn’t fully controlled for or randomized
out group or learning effects.

7.4 Practical advice
Data analysis interacts with experimental design, and you shoul

think through both before you start conducting your experiments. Spe
cifically, :
7.5 Application: First-price auctions
: The practice of selling an object to the highest bidder in an
Ctlt?n goes })ack to ancient times, but no satisfying theoretical analysis
this practice appeared until Vickrey (1961). His approach was to
ulate what is now known as independent private values: Each bidder
WS her own value v; and regards the unknown values of the other
— 1 bidders as if drawn independently from some specific distribution.
_;;k_rey then used what now is called Bayesian Nash equilibrium to
redl.ct the bids and the outcome of an auction. Assuming that traders
¢ risk neutral and that the specific distribution is uniform on an inter-
0, ¥], Vickrey predicted that anyone with a value of v; would bid
0~ (n — 1)v; /n. This result applies to first price-sealed bid auctions
pcc-f'lnd:for—all bids are submitted privately and the highest bidder
ys his bid price for the object) and some other outwardly different
ctions such as the Dutch auction (the first bidder to stop a declining
ice clock gets the object at the indicated price).
After a gestation period of a decade or two, Vickrey’s model spawned
large body of theoretical literature, surveyed in McAfee and McMillan
98'}') Experimentalists quickly noticed that this theory had sharp pre-
ctions and important applications but was difficult to test in the field.
uilding on Coppinger, Smith, and Titus (1980), the study by Cox
_oberson,_ and Smith (1982) analyzes bidding behavior in first price anci
ther auctllon institutions. The treatment variables also include the num-
et n of bidders and the upper endpoint ¥ on the uniform distribution
'I private values. For each subject, the authors separately regress the
ds b(-‘ on a _constant and the values v;, and they tabulate mean price
d price variance. To compare the price data to theoretical predictions,

1. Choose your laboratory protocols to reduce measurement erro
_ automate data capture where possible, build in redundancy,
and so forth. In manual experiments, have two persons record,
the data independently. See Section 6.11 for further suggestion

2. Choose your treatments to produce good samples. Pay speci
attention to possible learning effects and group effects, sin
these nuisances are difficult to control or randomize. Remember.
that fancy statistical procedures are a poor substitute for go
samples. -

3. Choose experimental designs that will allow you to employ
ficient statistics, such as designs that produce matched-pair data,
or designs with orthogonal treatment variables. 4

Once you have conducted your experiments and have gathered t
data, you should begin with a qualitative data analysis. We recommenc
that you

4. Search published literature and use your imagination to find
effective graphical displays and summary statistics. Try out
eral possibilities before making your final choices. Pop
worksheet software (Lotus, Quattro, Excel, Wingz, etc.)
well suited for this task.

5. Look for outliers and other irregularities in the data. Eliminat
those due to measurement error, and think about possibi
causes of the correctly reported irregularities (and regularities).
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uthors construct modified versions of CRRAM which allow nonzero
tercepts. One version, called CRRAM?*, is generally consistent with

behavior across auction institutions. The authors conclude that the first ‘o ;
the existing data as well as with data from new experiments designed

price auction data are not consistent with the original Vickrey (1961
model, which assumes risk-neutral bidders, but generally are consisten
with extensions of the model that assume uniformly risk-averse subjects
Follow-up studies extend the environment and institutions in variou
ways. The most thorough report on first-price auction experiments i
Cox, Smith, and Walker (1988). In one short table they summarize th
outcomes of 690 auctions from 47 previous experiments. The table se
ments the sample into 8 subsamples according to the number of bidde
and other design features (such as whether the session involved a
alternative auction institution in an ABA crossover design.) For eac
subsample the summary statistics are the mean observed price and its
deviation from the Vickrey prediction. The table also reports the
statistic for the null hypothesis that the mean deviation is zero. The null
is rejected in 7 of the 8 subsamples in favor of the alternative that pri
exceeds the Vickrey prediction, a result consistent with risk-averse bi
ding.
The authors then pursue the risk-averse bidding hypothesis by e
amining individual behavior. Relying on a Wilcoxon test to compa
each subject’s bids to the Vickrey predictions, they reject risk-neutral
bidding in favor of risk averse bidding for a majority of subjects. Grap
of the points (v,, b,) for individual subjects suggest that subjects differ
in their apparent degree of risk aversion. To pursue this possibility, t
authors regress bids b, on a constant and value v, separately for each
subject, and tabulate the estimated slope coefficients and intercep
They also graph cumulative distribution functions for the regressions
R? and for F statistics across pairs of regressions. The results support
the view that behavior differs significantly across subjects. }
Preexisting theory did not consider heterogeneously risk-averse bir:l
ders, so the authors construct a Bayesian Nash equilibrium biddin,
model called CRRAM (for constant relative risk aversion model) tha
covers this case. They find that the existing data are generally consistent 3
with CRRAM. Since the model was constructed to explain the existing
data, the authors conduct new experiments to test the model furthe
CRRAM correctly predicts that tripling monetary rewards has no s
nificant effect on the bid functions. It is less successful in predictin
changes in bid functions when rewards are nonlinearly transformed
CRRAM also fails to account for nonzero intercepts in bid functions i
the original data. In a final iteration of theory and experiment, i

urely this is an impressive body of scientific research. Nevertheless
18 under attack on two fronts. Skeptics can question whether the
epartures from Vickrey behavior really are significant and, if they are
.het‘her alternatives other than risk aversion have receivéd adequaté
___n51deration. Harrison (1989) forcefully argues that departures from
:.1ckre}f behavior are negligible and therefore the dominance precept is
ot satisfied. To make his case, Harrison presents several diagrams
hown}g that unilateral deviations from the Vickrey bid function typically
gsult. in rather small expected losses. He points out that the deviations
are highly non-normal and so he relies mainly on nonparametric statis-
cal’techniques. He finds that the (true, population) median expected
0S8 is very likely to be less than 8 cents per bid. Other critics disagree
h Harn‘so.n’s emphasis on median losses and point out that even a
ust statistic may not capture key features of the data (i.e., a moderate
umber of large losses would not be detected by the meéian if there
5 ire eflough small losses). Some critics argue that learning explanations
nay improve on the risk-aversion explanations. Readers interested in
he substantive issues raised by first price auction experiments should
;\ad‘the Kagel (1993) survey and the December 1992 American Eco-
mic Review interchange on Harrison (1989).
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cover it. Coverage decisions can be particularly difficult for experi-
ntal economists. Usually you will get some puzzling results in your
initial laboratory sessions, so you conduct follow-up sessions. Often the
results create as many puzzles as they solve, so you conduct more
ollow-up sessions, creating new puzzles, and so on. The process even-
ally terminates, either because you resolve all the important puzzles
(more likely) because you run out of time, money, or patience. At
§ point you may have far more material than you can fit into a single
paper, but the scope of this material is probably too narrow for a pub-
hable book. Somehow you will have to select a subset of your material.
In choosing which data to report you must balance two conflicting
jectives. First, to keep your readers’ attention and to aid their reten-
tion, you want to focus on a single issue or a small set of closely related
sues. Therefore you want to select only the most directly relevant data.
cond, you want to present an accurate and complete picture of your
ults. In particular, you want to avoid selection biases.

Roth (1990), taking a cue from Leamer (1983), warns that experi-
entalists too are susceptible to selection biases in reporting their re-
Its. He argues forcefully in favor of treating the entire set of trials in
investigation as a single experiment. If the designation of “experi-
ent” were reserved for various subsets of trials, he argues, investigators
ight be tempted to report selectively from the trials they have con-
ucted, with dysfunctional consequences for the discipline as a whole.
owever, Roth acknowledges the other side to the argument by quoting
e example of Robert Millikan and Felix Ehrenhaft from a report by
¢ National Academy of Science’s Committee on the Conduct of Sci-
ice (1989). Ehrenhaft reported all his data and concluded, incorrectly,
at there is no lower limit on the magnitude of electrical charge found
| nature. Millikan, on the other hand, used only what he regarded as
is “best”” data sets to demonstrate the unitary charge of electron, and
t on to win the Nobel Prize for this landmark discovery.

ow should you resolve the data-selection dilemma? We believe that
ithin your budget and time constraints you should vary treafments and
eplicate sufficiently to obtain a reasonably broad base of valid data,
nd you should analyze all of it until you understand its main charac-
eristics. Then you should select the most relevant portion of the data
I closer analysis, after satisfying yourself that your selection does not
ort the conclusions. In your written report you should briefly but
efully describe your selection process and then devote most of your
pbrt to analyzing the data selected. That way your readers can judge
he relevance of your data for themselves, and know where to go for

8

Reporting your results

—

You have thought through some important economic issue, found a w
to examine it in the laboratory, designed an appropriate set of experi-
ments, run them, and analyzed the data. You have learned a lot through
the whole process, and it appears that the results may interest, evel
surprise others. Time to kick back and congratulate yourself on a job
well done? Well, don’t relax quite yet. You still have to present you
results to your peers. If your write-up is sloppy or confusing, all you:
hard work probably will have no impact on others. If you report you:
results effectively, you may help people change how they think abou
the issue. You already have had the personal satisfaction of learnin
something new. Now by effectively communicating this learning to oth
ers, you can amplify the social benefit of your work as well as y
personal satisfaction.

This chapter offers suggestions on how to report the results of you
experiments effectively. We emphasize the preparation of articles o
academic journals, but most of the suggestions apply equally well
seminar presentations, consulting reports, or book chapters. The first3
section discusses the scope of research you should try to cover in a singl
paper. Next we present customary ways of organizing the paper, ai
offer advice on polishing your prose, tables, and figures. The rest of th
chapter discusses current standards for documenting your work an
offers advice on how to schedule various stages of your project. W
illustrate many of our points in a discussion of asset-market experiment

8.1 Coverage

Every essayist, whether an economist, or journalist (or physicist
for that matter) must decide what material to cover and at what depth

110
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additional evidence. Our advice admittedly places a heavy burden o
you, the experimentalist, but we think the burden is justified because
the scientific validity of your results is at stake.

The decision regarding depth of coverage also must balance conflicting -
needs. First again, you want to be brief and not tax your readers’ patienc
with dispensable details. But second, you want to be sufficiently com- -
plete so readers understand what you have done and how you reached
your conclusions. Many of your readers probably are not as familiar
with your procedures as they are with standard econometric procedur

sentation of data and results also requires careful exposition because
typically your data are new and in some respects unfamiliar to most of
your readers.

Experimental economists generally deal with these expositional prob-
ems by modifying the basic organizational plan as follows.

Part A Introduction. Statement of issues, background in-
formation, literature survey (may go elsewhere),
overview of the paper and results.

for field data. Consequently, they may misinterpret what you did if you Part B1 Laboratory procedures. Basic environment and
omit too many details. institutions, treatments, design, subject pool, etc.
With some extra work, you can resolve this conflict satisfactorily. I Part B2 Relevant theory. Can precede B1 if relevance is

the text of your paper, try to convey the main features of your procedure
and omit most of the details. But in an appendix, write up your pro

clear from introduction. May conclude with a list
of testable hypotheses.

cedures in sufficient detail that any competent experimentalist could Part C1 Descriptive data analysis. Graphs and summary
fully replicate your work, and make the appendix available on reques statistics. . '
In doing so, you will assist your fellow experimentalists, depersonaliz Part C2 Inferential data analysis. Hypothesis tests or the

the empirical basis of economics, and strengthen its scientific found
tions. To drive the point home, we reprint the Econometrica guideline
in Appendix IV. These guidelines should generally be followed even
you have no intention of submitting your work to that journal.

like. May be omitted if conclusions are evident
in the descriptive data analysis.

Part D Conclusions and discussion.

Appendices Instructions to subjects, raw data, mathematical
derivations, procedural and statistical details, etc.
To be published if the editors desire, otherwise
available on request.

8.2 Organization
Your experimental paper should be organized generally in the

same manner as other empirical economics papers. In recent decades,
empirical papers in economics usually have the following organizational _

plan:

This outline is for pedagogical purposes only. It is best to think about
r outline and to look at the organization of good published articles
are relevant to your work. Then choose a tentative organization
Part A Introduction. Statement of issues, background info modify it in response to colleagues’ comments that make sense to

mation, literature survey, overview of the paper and

results.
Part B Relevant theory. A brief summary often suffices.
Part C Data and results.

Part D Conclusions and discussion.

8.3 Prose, tables, and figures
For reasons we do not fully understand, wordsmithing standards
em higher in economics than in most other experimental disciplines
ch as psychology and biology, and most economists spend a lot of
polishing their prose. Unless you don’t care about publication, or
less you are a gifted writer, you also will devote a large fraction of
ur research time to prose polishing. Remember that if better writing
akes your work accessible to even 10 percent more readers, the return
ell worth the investment. You should expect to rewrite your paper
veral times before you are done with it. It may help to ask yourself
the following questions as you work on your prose.

Experimentalists face some expositional issues that other empiri
economists usually can ignore. If you present theory before describin
your laboratory environment, you are left to defend the gaps between:
the two. You may prefer to describe your laboratory environment, in-"
stitutions, and treatments first, before specifying the theoretical model§
that may be relevant to understanding the outcomes of such economie
This is especially useful if the relevant theory is poorly developed. Pr
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responsibility of documenting your work so that it is replicable.
n your documentation and other necessary resources such as access
Have I repeated myself too often on this point? ubjects or special software, another competent experimentalist
Is there a way to rearrange the paragraphs or sentences to .: be able to conduct an experiment that you would regard as
the material easier to absorb? ; ‘cssentially the same as your own. Further, she should be able to process
Can I recast this sentence to make its meaning clearer on fi raw data in the same way you did.
reading? Did I slow the reader down by making gratuitous’ To meet this replicability standard, four types of documentation are
backward or forward references (e.g., “See Section 8.4 be- ssary:
low”)?
Is there a more apt or vivid way to make this point?

Did I leave out any information my readers need to understand
this sentence or result? ;

Subjects Maintain printed or electronic copies of instructions
to subjects. Also, maintain records of how, when, and where

, You recruited and trained subjects. Your institution probably
also requires you to maintain records of cash payments to
subjects.

Laboratory environments Maintain copies of software and spe-
cial materials, and descriptions (at least) of hardware you
used, in sufficient detail that your laboratory environments
could be recreated.

Raw data  Keep electronic or hard copies of all your valid data.
Include records of time and circumstance, such as a lab log.

Data processing Keep records of your specific procedures,
such as the SAS (a popular statistical software) procedures
used to produce Table 3 of your paper.

Good writing is an art. It does not come naturally to most economist
(ourselves included), but we all improve with practice. You can incre
your rate of improvement by reading Strunk and White (1979),
Closkey (1985, 1987), and Hamermesh (1992), and by taking their adv
to heart.

Many readers will skim your article, pausing to look more closel
diagrams, graphs, and tables. Even careful readers usually depend he
ily on figures and tables. Therefore the success of your paper depend
disproportionately on the quality of your figures and tables, and
can get a high payoff from polishing them so they are easy to understa
As you polish, ask yourself the same kind of questions as for your prosé -
For example, do lines 5 and 6 of this table convey any useful information?.
Would a separate diagram help clarify this fundamental point? D
have too many lines in this graph?

The Journal of Finance and a few other academic journals requir
that each table and figure be completely self-contained, suitable
reproduction in a textbook without your surrounding prose. In our v
this standard is a bit extreme, but the general idea is a good one. Ask
yourself: Will my readers remember the meaning of this acronym used_
as a column head? When in doubt, make the column heading self-
explanatory or define it in a caption or note. And so forth. Good pu
lished work on related issues is the best source of ideas for improvi
your tables and figures. You may find Tufte (1983, 1990) useful
general references.

When you have finished your project, you should consider sending
data to a public archive. Some funding agencies, such as the Na-
I Science Foundation, require this. Many use the U.S. national
ve of social science data maintained by the Inter-university Con-
um for Political and Social Science Research (ICPSR). The mailing
ess is PO Box 1248, Ann Arbor, Michigan 48106-1248.

.5 Project management

Unless you have previous experience, you probably feel a bit

rtain about how to combine planning, experimentation, data anal-

Jysis, oral and written presentations, and documentation. You probably
begin and end these tasks more or less in the order listed, but there

be considerable overlap. We offer our advice on project manage-

‘ment in the form of answers to several questions that may be on your

8.4 Documentation and replicability
Philosophers of science assign a central role to replicability.:

More specifically, in the opening paragraphs of the New Paigrk;'li
Dictionary entry on experimental economics, Smith (1987) explains E Y
progress in our discipline depends on experimentalists being able
replicate one anothers’ work. As an experimental economist, you h

When should I begin presenting my results? As soon as you have a
asonably _broad set of valid data (i.e., without important glitches), you
Id begin to analyze it, and when you obtain an interesting result
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you should think about presenting it. Initial oral presentations usua
are best made to an informal and friendly audience at the time you a
finishing the first complete draft of your paper. Don’t wait until y
have highly polished results because then you would miss the opportun
to act on your colleagues’ good suggestions. :

Should 1 write up my results in one long paper or several shortef
papers? Both of us tend to err on the side of putting too much mat |
into a single paper, but we’ve certainly seen the opposite error as wellj
Remember that the scope of a paper is defined by the issues addressed;
not the number of experiments. Basically, it is a judgment call. If yoU_
are unsure, ask your colleagues for advice.

When should I submit a paper for publication? Journal standards
expenmcntal economics are the same for other kinds of empirical
nomics. Read Hamermesh (1992) and consult trusted colleagues if you:
are unsure whether your paper is ready for submission.

When should I make my documentation available to other exp :
mentalists? The current custom is to offer all documentation except ra W
data on request as soon as you begin to circulate a draft or wor
paper version of your results. There is no consensus as yet on raw d
some experimentalists have delayed sending it for as long as two y
from the time of initial publication of results. Others honor requests
raw data before publishing anything. You incurred the costs of producin
the data so you deserve the right of first access. On the other hand, t
full social benefits will be realized only when the data are available fc
cross validation, new tests by other investigators, and student trainin
We hope that it becomes customary to release data upon acceptan
for publication or within a year of completion of the main experlme
whichever comes first.

cient response to new information and how much of it is excessive

boratory asset market data have complementary strengths and
aknesses. Budgetary considerations dictate that only a few traders
| participate in laboratory markets over relatively short periods of
However, traders’ preferences and information can be controlled,
jou can measure efficiency directly. If you are interested in the effects
e trading institutions, you can systematically vary them in the lab-
ry. Experimental studies of asset markets were initiated to examine
bilities of markets to disseminate information and to allocate re-
rees efficiently when the initial distribution of information is asym-
We shall describe only the main features of a few studies here.
1 a detailed survey, see Sunder (1993).
- Plott and Sunder (1982) initially designed their experiment in 1980 to
arn how large a fraction of traders must have information in order for
1arket to behave as if all traders are informed. The authors expected
the results to show that, as the number of traders who have information
e outset increases, the allocative efficiency of the market will rise.
is sort of quantitative link between initial information dissemination
and market efficiency cannot be confirmed from field data because the
‘researcher cannot know the information conditions of the individual

Plott and Sunder (1982) made important abstractions and borrowed
the prior experimental studies in creating their laboratory model
of the stock market for the purpose of testing the efficiency hypothesis.
1st, stocks have indefinite lives and pay periodic dividends whose
nounts are uncertain. They abstracted away from indefinite lives to a
ngle dividend because multiperiod lives were not critical to the prin-
: _le of information dissemination in markets. Second, exploration of
‘the issues of information efficiency needed uncertainty of payments, and
they borrowed the design of uncertainty in their first market session
i Plott and Wilde’s (1982) experiment on professional diagnosis
rsus self-diagnosis. When this information structure proved to be too
plicated, they simplified it in the subsequent market sessions. Third,
| experimental model of the stock market had to permit each partic-
t to be a buyer as well as a seller. This feature was borrowed from
Forsythe, Palfrey, and Plott (1982). Each trader was given an initial
owment of two assets and a large working capital loan. The working
pital loan enabled each trader to buy and sell freely within a trading
eriod, though the net short sale within a period had been restricted to
e initial endowment of two assets in order to limit the risk of subjects’
nkruptcy. Fourth, the per unit dividends were specified so as to hold

8.6 Application: Asset-market experiments
Field data are exceptionally plentiful and accurate for assel
markets. Every day there is a new mountain of precise price data
stocks, bonds, commodity futures, options, and foreign-currency
kets. Despite their impressive mass and precision, the field data haye
some weaknesses. Trading volume data are reasonably good, bu
curate allocation data are much harder to obtain. More important,
ers’ preferences, endowments, and information are not observable in’
field settings. Hence you can’t directly measure allocational effici
or the fundamental value (i.e., the value incorporating and aggregating=
all current information) for an asset market in the field. You can measu
price volatility for field assets, but you can’t determine how much of it
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the rational-expectations equilibrium price to a constant level withi
each period. Fifth, dividends were varied across the three classes ¢
traders in order to generate gains from trading and to enable a measut
of allocative efficiency of the market to be defined and examined. Fi
nally, information about the realized state of the world that determi
the dividends was withheld from some traders in order to examine
these traders are able to learn the information through the market prc
cess itself.

Thus the focus variable in Plott and Sunder’s (1982) experime
information (i.e., prior notification of the realized state) with thr
levels: none, insiders (e.g., two of the four traders of each type
notified), and all. Nuisance treatment variables include the state pro
abilities and the state-contingent valuation schedules, and whether or2
not the number and identities of insiders are announced. Basically t
design is randomized block, each block consisting of two to nine trad
periods. The results supported the rational-expectations (RE) m
as prices and allocations converged to efficient levels and insiders’ ex
profits became insignificant. :

While Plott and Sunder reported the results of all five market sessiol
they also selectively used information from their early sessions to gui
their exploration. Their results can be used to illustrate the critical a
controversial nature of the issues discussed in Section 8.1. Only one ¢
of a total of nine private-information periods of the first two market
sessions betray any hint of information dissemination. Using the s tis-
tical averages, the null hypothesis of no-dissemination would not
been rejected. Yet, the behavior of market in period 9 of marke
suggested that, under appropriate conditions, such dissemination mi
occur. The authors then conducted a third market session with ex
rienced traders that yielded firm evidence in favor of information ¢
semination. Millikan’s use of his “best data” can be an excellent exampl
to follow if you apprise your reader of all the facts of the case.

Clear evidence of market efficiency from the third market session
the authors to seek replication in a fourth session with a fresh set
subjects. Having replicated, they wrote the first draft of the paper &
presented the results at two workshops. Comments received at the wo
shops led to a fifth market session in which the number of states of
world was increased to three. Design, conduct, and presentation of
experiment took only six weeks, much less than the authors’ other

Do the striking efficiency results stand up in more difficult envi
ments? Having observed dissemination of information from the
formed to the uninformed, Plott and Sunder (1988) designed
experiment to examine if, and under what conditions, the markets

orm the more difficult task of aggregating diverse information in
ession of individual traders. Can markets behave as if everybody
all the information? They took the three-state design of the fifth
ion of their 1982 paper and altered the information structure. If state
as realized, half the traders were told that the state is “Not Y while
other half were told that it was “Not Z.”” Would the market behave
f every trader knows for sure that the state is X? Results of their
tial sessions revealed the answer to be negative, and shifted the focus
f research to finding market environments in which such aggregation
occur. The subsequent sessions revealed that information is aggre-
ed in markets that fulfill either of the two conditions: (1) homogenous
erences (same dividend distribution for all traders) or (2) trading a
of securities that span the state space. In further work, Forsythe and
dholm (1990) found that even in incomplete markets with heter-
us preferences, additional trading experience can lead to infor-
tion aggregation.

nlike their 1982 paper, market sessions for Plott and Sunder (1988)
ere conducted over a span of three years at geographically dispersed
ons. The first market session was found to aggregate information
y because, it was later discovered, one subject was inadvertently
© given information she should not have had. This session was excluded
from the published work. The working versions of both papers included
lete raw data appendixes which were later analyzed in published
cles by other authors.

opeland and Friedman (1987) report the first computerized asset-
rket experiments. (See Williams, 1980, and Anderson et al., 1989,
evidence that computerized asset markets are more difficult than
1.) Their environments had several dimensions of additional com-
y including news (i.e., information regarding the realized state
mmving during the trading period), and possibly heterogeneous states.
cope with the large number of potentially important nuisances they
ployed a 2* half-factorial design with the fourth variable confounded
the three-way interaction of the other variables. In this and later
tk, the authors found that the rational-expectations model continues
10 outperform alternative simple models in most dimensions, although
here are some interesting anomalies. Two follow-up papers by the same
¢ duthors examine the interaction of an information market with the asset
rket, and examine an empirically oriented model of partial infor-
n aggregation. After several rejections and numerous revisions,
the papers eventually were published in 1991 and 1992.

mith, Suchanek, and Williams (1988) draw quite different conclu-
from a different environment examined in dozens of experimental
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sessions over several years. They report frequent large bubbles —
sodes where the asset price rises far above the fundamental value f
an extended period of time, usually ending in a sudden price crash |
or below the fundamental value. The environment differs from mo
previous asset-market studies in at least two respects: They gener:
have only one trader type (so there are no induced gains from trade),’
and they use long-lived assets with little stationary repetition. Despi
some useful follow-up work by Porter and Smith (1990) that system-
atically tests several hypotheses regarding bubble formation, it is not;
yet clear which design differences are responsible for the inefficiel

‘The Emergence of experimental economics

prices. Follow-up work continues in several laboratories around

United States.

has the experimental tradition been so late to emerge in economics?
pter 1 we argued that a discipline becomes experimental when
tors develop techniques for conducting relevant experiments.
wever, development of experimental technology is only a part of the
nd raises as many questions as it answers. Why were innovators
to develop new techniques in the 1960s and 70s and not before?
y did mainstream economists begin to acknowledge the relevance of
oratory experiments in the 1980s and not even later? To answer such
tions we must look at the development of the economics discipline
whole.

is chapter we offer a brief historical account of the emergence
n experimental tradition in economics, and our own tentative ex-
ation of its timing. We are not historians and do not try to be
plete and definitive; our goals are more modest. Now that you are
lar with the techniques of experimental economics, you should
derstand how they arose and how they relate to other experimental
ions in the social sciences. Our historical account may provide
eful perspectives. You may also find the story of some interest in its
right.

e begin with some ideas about the evolution of scientific thought,
drawn from Kuhn (1970) and Lakatos (1978), and apply these
eas to economic theory. The historical narrative in the next several
ns is based on Smith (1991) as well as on personal conversations
d correspondence with Charles Plott and several of the other people
ed. We trace the development of experimental economics up to
arly 1980s when it found increasing acceptance into mainstream eco-
ics. After a quick geographical sketch of activity in experimental
onomics in the early 1990s, we discuss the divergence of the discipline
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