APPROXIMATING ORBIFOLD SPECTRA USING COLLAPSING CONNECTED SUMS
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Abstract. For a closed Riemannian orbifold $O$, we compare the spectra of the Laplacian, acting on functions or differential forms, to the Neumann spectra of the orbifold with boundary given by a domain $U$ in $O$ whose boundary is a smooth manifold. Generalizing results of several authors, we prove that the metric of $O$ can be perturbed to ensure that the first $N$ eigenvalues of $U$ and $O$ are arbitrarily close to one another. This involves a generalization of the Hodge decomposition to the case of orbifolds with manifold boundary. Using these results, we study the behavior of the Laplace spectrum on functions or forms of a connected sum of two Riemannian orbifolds as one orbifold in the pair is collapsed to a point. We show that the limits of the eigenvalues of the connected sum are equal to those of the non-collapsed orbifold in the pair. In doing so, we prove the existence of a sequence of orbifolds with singular points whose eigenvalue spectra come arbitrarily close to the spectrum of a manifold, and a sequence of manifolds whose eigenvalue spectra come arbitrarily close to the eigenvalue spectrum of an orbifold with singular points. We also consider the question of prescribing the first part of the spectrum of an orientable orbifold.
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1. Introduction

In a series of articles, Anné, Colbois, Takahashi, and others have studied the behavior of eigenvalues of the Laplacian acting on functions and forms on closed orientable manifolds with no curvature assumptions under conditions of collapsing a submanifold [2, 3, 4, 5, 6, 7, 16, 42]. These authors have considered handled manifolds, manifolds with balls removed, and connected sums of manifolds. They showed that as the handles collapse, the balls fill in, or one part of the connected sum collapses, the limit of the spectrum of the Laplacian acting on functions (resp. $p$-forms) is equal to the 0-spectrum (resp. $p$-spectrum) of the Laplace spectrum of the limit space, with careful counting of the zeros of the spectrum. Note that similar results about the convergence of eigenvalues have been established for manifolds with Ricci curvature bounded below, see [45] for a survey.

In this paper, we consider generalizations of some of these results to the case of orbifolds. We focus on the case of the connected sum $O_1 \sqcup O_2$ of two orbifolds $O_1$ and $O_2$ along a nonsingular locus and the behavior of the spectrum of the Laplacian acting on functions or $p$-forms as one of these orbifolds is collapsed to a point. When $O_1$ and $O_2$ are manifolds, Takahashi proved in [42] that when $O_2$ collapses to a point, the 0-spectrum of $O_1 \sqcup O_2$ converges to that of $O_1$. An analogous result for the spectrum of the Laplacian acting on $p$-forms was later proven by Anné and Takahashi in [7].

Our primary motivation for considering this generalization is related to the well-studied yet open question of whether the spectrum of the Laplacian acting on functions or forms can detect the existence of orbifold singularities. In other words, it is unknown whether or not there can be a manifold that is isospectral to an orbifold with singular points. Doyle and Rossetti ([22]) and Rossetti, Schueth, and Weilandt ([37]) have produced examples of isospectral pairs of orbifolds having different maximal isotropy orders. This indicates at least the possibility of an isospectral manifold-orbifold pair. We note that in the same direction, Gordon and Rossetti showed in [28] that it is possible to have a $2p$-dimensional manifold that is isospectral on $p$-forms to an orbifold with a nontrivial singular set.

In certain contexts, however, it has been shown that a manifold cannot be 0-isospectral to an orbifold with singular points. In [24], Dryden and Strohmaier showed that isospectral orientable hyperbolic orbisurfaces have the same number of cone points of a particular order. Linowitz and Meyer have also shown that under mild assumptions, there is no such manifold-orbifold pair in the class of length-commensurable compact locally symmetric spaces of nonpositive curvature associated to simple Lie groups ([33]). More generally, by the work of Dryden,
Gordon, Greenwald and Webb it is impossible for an even- (resp. odd-) dimensional orbifold having an odd- (resp. even-) dimensional singular stratum to be isospectral to a manifold ([23]). In [28], Gordon and Rossetti showed that a manifold and an orbifold with singular points having a common Riemannian covering cannot be isospectral. Finally, Sutton has shown that it is even the case that if an orbifold \( O \) with singular points and a manifold \( M \) admit isospectral Riemannian coverings \( M_1 \) and \( M_2 \), then \( O \) and \( M \) cannot be isospectral ([41]).

Here, we extend Takahashi and Anné–Takahashi’s results to demonstrate that if the orbifold \( O_2 \) in a connected sum \( O_1 \sqcup O_2 \) is collapsed to a point, then the spectrum of the Laplacian acting on functions or forms converges to the corresponding spectrum of \( O_1 \). To accomplish this, we generalize to orbifolds the results of Colin de Verdière in [17], demonstrating that on a closed orbifold \( O \) of dimension at least 3, the metric can be perturbed off a domain \( U \) so that the first \( N \) eigenvalues of the Laplacian acting on functions on \( O \) are arbitrarily close to the eigenvalues of the Laplacian acting on functions on \( U \) with Neumann boundary conditions, see Theorem 6.5. This formulation is framed in terms of the so-called \( N \)-spectral defect of the quadratic forms associated to the respective operators, roughly the maximum difference between the first \( N \) corresponding eigenvalues, see Definition 6.1. Because our intended application is that of connected sums, we restrict to the case of orbifold domains \( U \) with smooth boundary and no singular points on the boundary. We also describe the extension to orbifolds of a similar result of Rauch and Taylor [36], extended to more general contexts in [2, 3, 4, 6, 12, 13], comparing the eigenvalues on a Euclidean domain to those of the Neumann boundary conditions after removing a small ball, see Theorem 6.7. For the analogous result for the Laplacian acting on differential forms, we generalize a result of Jammes [32] to orbifolds with manifold boundary, see Theorem 7.1. An essential ingredient, which may be of independent interest, is an extension of the Hodge decomposition to such orbifolds; we explain this extension in Theorem 4.4 following the exposition of [40]. Note that the Hodge decomposition has been extended to closed orbifolds in [9], but an extension to the case of orbifolds with boundary is missing from the literature.

We then apply these results to collapsing \( O_2 \) in a connected sum \( O_1 \sqcup O_2 \) of orbifolds admitting a piecewise differentiable metric that is not differentiable along the boundary identification as in Takahashi [42]. For the Laplacian acting on functions, we give two formulations in Theorems 8.1 and 8.4 that differ in whether one allows perturbation of the original metric on \( O_1 \); the result for the Laplacian acting on differential forms is given in Theorem 8.7. By choosing one of the \( O_i \) to be a smooth manifold and approximating the piecewise differentiable metric on the connected sum with a smooth orbifold metric, this yields a sequence of orbifolds with singular points whose spectra (on functions or forms) converge to that of a smooth manifold, and similarly a sequence of smooth manifolds whose spectra converge to that of an orbifold with singular points; see Theorems 8.5, 8.6, 8.8, and 8.9. Hence, while the results of this paper do not provide the existence of a manifold that is isospectral to an orbifold with singular points, we demonstrate that the spectra of a nontrivial orbifold and smooth manifold can in some sense be arbitrarily near one another using the intuitive construction of collapsing a connected sum. We also extend results of Colin de Verdière by showing that the first \( N \) eigenvalues of the Laplacian acting on functions on a closed orbifold \( O \) of dimension \( n \geq 3 \) can be prescribed. In particular, given a closed Riemannian manifold \((M, g')\) of
any dimension and any closed oriented orbifold of dimension $\geq 3$, Theorem 8.10 demonstrates that one can find a metric $g$ on $O$ such that the first $N$ nonzero eigenvalues of the Laplacian of $(O, g)$ acting on functions are equal to the first $N$ nonzero eigenvalues of the Laplacian of $(M, g')$ on functions. Switching the roles of $M$ and $O$, already by the results of [18], a manifold admits a metric with respect to which its first $N$ eigenvalues coincide with those of any fixed Riemannian orbifold (and similarly for the Laplacian acting on forms using the results of [32]), though the relationship between $M$ and $O$ does not have the clear intuitive connection of collapsing of connected sums.

The outline of this paper is as follows. Sections 2 through 5 review background and well-established results on manifolds, describing the modifications required to extend them to the orbifold case under consideration. The reader familiar with orbifolds may begin reading Sections 6 and refer back to these earlier sections for definitions and background. Sections 6 through 8 include the key results on collapsing. Specifically, in Section 2, we give background on orbifolds with boundary and define the piecewise differentiable metrics that will appear on connected sum orbifolds. Section 3 explains the extensions of fundamental results on differential forms such as Rellich’s theorem, the Trace theorem, and Green’s theorem to orbifolds with boundary as well as to the case of piecewise differentiable connected sum metrics. The extension of the Hodge decomposition theorem to orbifolds with manifold boundary is given in Section 4, and Section 5 confirms familiar properties of the Laplacian acting on $p$-forms in the case of orbifolds with boundary (using various boundary conditions) and orbifold connected sums. In Sections 6 and 7, for the Laplacian acting on functions and differential forms, we compare the spectrum of a closed orbifold to the spectrum of an orbifold domain with manifold boundary and Neumann boundary conditions. Section 8 gives the applications of these results to collapsing connected sums and the question of prescribing the first $N$ eigenvalues of the Laplacian acting on functions for a closed orbifold $O$.
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2. ORBIFOLDS WITH BOUNDARY AND WITH CONNECTED SUM METRICS

In this section, we introduce definitions of our two main objects of study, orbifolds with boundary and orbifolds with connected sum metrics.
2.1. Orbifolds with boundary. In order to carefully define an orbifold with boundary, we begin by defining a real half space. Our treatment here follows that of [1], [15], and [40].

Given a nonzero vector \( u \in \mathbb{R}^n \), the corresponding half space \( \mathbb{R}_u^n \) is given by

\[
\mathbb{R}_u^n := \{ x \in \mathbb{R}^n \mid \langle x, u \rangle \geq 0 \}.
\]

We say that a map \( h: \mathbb{R}_u^n \to \mathbb{R}^k \) is differentiable at a boundary point of \( \mathbb{R}_u^n \) if it has a differentiable extension \( \tilde{h}: \mathbb{R}^n \to \mathbb{R}^k \). The derivative \( D\tilde{h} \) of \( \tilde{h} \) is the restriction of the derivative \( D h \) to \( \mathbb{R}_u^n \).

**Definition 2.1** ([1, Definition 1.1]). Let \( X_K \) be a second countable Hausdorff space and let \( U \) be an open set in \( X_K \). An \( n \)-dimensional orbifold chart over \( U \) is a triple \((\tilde{U}, \Gamma_U, \pi_U)\) satisfying

1. \( \tilde{U} \) is a connected open set of \( \mathbb{R}_u^n \) for some nonzero \( u \in \mathbb{R}^n \),
2. \( \Gamma_U \) is a finite group acting by diffeomorphisms on \( \tilde{U} \),
3. \( \pi_U: \tilde{U} \to U \) is a continuous map such that \( \pi_U \gamma = \pi_U \) for all \( \gamma \in \Gamma_U \) and which induces a homeomorphism from \( \tilde{U}/\Gamma_U \) onto \( U \).

Given two orbifold charts \((\tilde{U}, \Gamma_U, \pi_U)\) and \((\tilde{V}, \Gamma_V, \pi_V)\) with \( U \subseteq V \subseteq X_K \), a (smooth) embedding of orbifold charts \( \kappa: (\tilde{U}, \Gamma_U, \pi_U) \hookrightarrow (\tilde{V}, \Gamma_V, \pi_V) \) is a smooth embedding \( \kappa: \tilde{U} \hookrightarrow \tilde{V} \) with \( \pi_V \kappa = \pi_U \).

We now give the definition of a (smooth) orbifold with boundary. Note that all orbifolds considered in this paper will be smooth.

**Definition 2.2.** An \( n \)-dimensional (smooth) orbifold with boundary \( K \) is a second countable Hausdorff space \( X_K \), called the underlying space of \( K \), covered by a maximal atlas of \( n \)-dimensional orbifold charts \( \{(U_a, \Gamma_{U_a}, \pi_{U_a})\}_{a \in A} \) satisfying the following compatibility condition: for any two charts \((\tilde{U}_a, \Gamma_{U_a}, \pi_{U_a})\) and \((\tilde{U}_b, \Gamma_{U_b}, \pi_{U_b})\) and point \( x \in U_a \cap U_b \) there is an open neighborhood \( U_c \subseteq U_a \cap U_b \) about \( x \) and a chart \((\tilde{U}_c, \Gamma_{U_c}, \pi_{U_c})\) over \( U_c \) such that there are smooth embeddings \( \kappa_a: (\tilde{U}_c, \Gamma_{U_c}, \pi_{U_c}) \hookrightarrow (\tilde{U}_a, \Gamma_{U_a}, \pi_{U_a}) \) and \( \kappa_b: (\tilde{U}_c, \Gamma_{U_c}, \pi_{U_c}) \hookrightarrow (\tilde{U}_b, \Gamma_{U_b}, \pi_{U_b}) \). The boundary \( \partial K \) of \( K \) is the set of all points \( p \in X_K \) for which there is a chart \((U_a, \Gamma_{U_a}, \pi_{U_a})\) such that \( \langle \tilde{p}, u \rangle = 0 \) for all points \( \tilde{p} \in \pi_{U_a}^{-1}(p) \) along with the (smooth) orbifold structure inherited from \( K \). Usually, it will convenient to abuse notation and refer to \( X_K \) as \( K \).

The compatibility condition for orbifold charts allows us to consider the transition functions between overlapping charts \((U_a, \Gamma_{U_a}, \pi_{U_a})\) and \((U_b, \Gamma_{U_b}, \pi_{U_b})\), namely \( \kappa_b \kappa_a^{-1} \) (see [1, p.10]). With transition functions in hand, we can define orientability.

**Definition 2.3.** We say that an orbifold \( K \) is oriented if it is covered by an atlas of orbifold charts such that for all pairs \((U_a, \Gamma_{U_a}, \pi_{U_a})\) and \((U_b, \Gamma_{U_b}, \pi_{U_b})\), \( \det D(\kappa_b \kappa_a^{-1}) > 0 \) where \( D(\kappa_b \kappa_a^{-1}) \) is the derivative of the transition function.

Given an orbifold \( K \), with or without boundary, we can construct a Riemannian structure on \( K \) by placing a \( \Gamma_U \)-invariant Riemannian metric on the local cover \( \tilde{U} \) of each orbifold chart \((\tilde{U}, \Gamma_U, \pi_U)\) and patching these local metrics together with a partition of unity. A smooth orbifold with a Riemannian structure is called a Riemannian orbifold (see [15, 27]).

**Definition 2.4.** Let \((K, g)\) be an oriented Riemannian orbifold with boundary \( \partial K \). Let \( \nu \) be the outward pointing unit normal vector field along \( \partial K \). A collar is
a smooth diffeomorphism \( \Sigma : \partial K \times [0, 1) \to K \) onto an open neighborhood of \( \partial K \) in \( K \) such that \( \Sigma(p, 0) = p \) and the derivative \( D\Sigma_{(p,0)}'(0,1) = -\nu_p \) for all \( p \in \partial K \). If we have fixed a collar \( \Sigma \) on \( K \), we say that \( K \) is \textit{collared}.

If \( K \) is a compact oriented Riemannian orbifold that does not have singular points on the boundary, then \( K \) admits a collar by \[40, \text{Theorem 1.1.7}\]. The hypotheses that \( K \) is oriented and Riemannian are required for \( \nu \) to be defined. For the remainder of the paper, we assume that all Riemannian orbifolds are compact and oriented. If the orbifold has boundary, we will assume that there are no singular points on the boundary and that the orbifold is collared.

2.2. Connected sum metrics. Under certain conditions, it is possible to glue two Riemannian orbifolds with boundary together to obtain a connected sum orbifold. Note that in this case, the metric on the connected sum will be piecewise differentiable, but not differentiable along the glued boundaries. By an \textit{orbifold domain} of an \( n \)-dimensional orbifold \( O \), we mean a closed \( n \)-dimensional suborbifold with boundary. In this paper, we are primarily interested in the case of domains given by the closure of an open neighborhood of a singular point.

\textbf{Definition 2.5.} Let \( O \) be a closed oriented orbifold, let \( O_1 \) be a closed orbifold domain with smooth boundary \( \partial O_1 \) such that there are no singular points on \( \partial O_1 \). Let \( O_2 = O \setminus O_1 \) so that \( \partial O_2 = \partial O_1 \). We give \( O_1 \) and \( O_2 \) the orientations they inherit as domains in \( O \). Let \( g \) be a continuous metric on \( O \) such that \( g_1 := g|_{O_1} \) and \( g_2 := g|_{O_2} \) are both smooth. We refer to such a piecewise differentiable metric as a \textit{connected sum metric} on \( O \).

We note that throughout, whenever we glue two orbifolds with boundary together, we choose orientations on the two orbifolds in such a way that the connected sum has a natural orientation. We will define Sobolev spaces for connected sums in Section 3.3, define the Laplacian with respect to connected sum metrics in Section 5.2, and use these definitions to study the spectrum of the Laplacian on the connected sum of two orbifolds \((O_1, g_1)\) and \((O_2, g_2)\) in Section 8.

3. Sobolev spaces on orbifolds

We now describe Sobolev spaces on orbifolds with boundary and orbifolds with connected sum metrics. These Sobolev spaces will ultimately allow us to define for both settings the Hodge Laplacian. In both cases, the Hodge Laplacian will be a non-negative, self-adjoint operator whose spectrum is discrete and tends to infinity.

3.1. Preliminaries. As pointed out by Chiang \[15, \text{p.320}\], given a smooth function \( f \) on an oriented Riemannian orbifold \((K, g)\), with or without boundary, the lift of \( f \) to any orbifold chart \( \tilde{U} \) is \( \Gamma_U \)-invariant, and thus the gradient \( \nabla_{g_f} \) is \( \Gamma_U \)-invariant on \( \tilde{U} \) as well. Therefore, \( \nabla_{g_f} \) is well-defined on \((K, g)\). In the same way, the definitions of the exterior derivative \( d \), exterior and interior products, the Hodge star operator \( * \), and the co-differential operator \( \delta \) extend to the space \( \Omega^p(K, g) \) of smooth differential \( p \)-forms on \( K \). We furthermore define the Laplacian \( \Delta_g : \Omega^p(K, g) \to \Omega^p(K, g) \) by

\[ \Delta_g \omega = (d \delta + \delta d) \omega. \]

We make sense of integration on orbifolds as follows.
Definition 3.1. Let \((K,g)\) be a compact oriented Riemannian orbifold, with or without boundary. Suppose that \(\{\{U_i,\Gamma_{U_i},\pi_{U_i}\}\}_{i=1}^m\) is a finite covering of \((K,g)\) by orbifold charts. Let \(\{\rho_i\}_{i=1}^m\) be a partition of unity subordinate to \(\{U_i\}_{i=1}^m\). For a function \(f \in C^\infty(K)\) define the integral of \(f\) over \(K\) by
\[
\int_K f \, dv_g := \sum_{i=1}^m \frac{1}{|U_i|} \int_{U_i} \rho_i(x) \hat{f}(\hat{x}) \, d\hat{v}_g,
\]
where \(\sim\) denotes the lift in all cases and \(dv_g\) denotes the volume form with respect to \(g\). We note that although the definition makes use of a particular covering of \(K\), it can be shown to be independent of the choice of covering (see [15], [27] and [1, p.34]). Integrals of differential \(p\)-forms on \(K\) are defined in the same way; see [14, Section 2].

3.2. Sobolev spaces on orbifolds with boundary. Sobolev spaces of functions for closed orbifolds were introduced in [15] and [27]. Although both authors gave the definition for orbifolds without boundary, the definition generalizes readily to differential forms on compact orbifolds with boundary. (See [40] for a careful discussion of Sobolev spaces for manifolds with boundary.)

Definition 3.2. Let \((K,g)\) be an \(n\)-dimensional compact oriented Riemannian orbifold with boundary, and let \(\Lambda^p(K,g)\) be the bundle of antisymmetric \(p\)-linear functions on the tangent space of \(K\) with usual pointwise metric (see [40, p.20]). Note that \(\Omega^p(K,g)\) is the space of smooth sections of \(\Lambda^p(K,g)\).

Given \(\omega \in \Omega^p(K,g)\), define \(\|\omega\|_{J^p(\Lambda)} \in C^\ell(K)\) by
\[
\|\omega\|_{J^p(\Lambda)} := (\langle \omega, \omega \rangle_{\Lambda^p(K,g)})^{\frac{1}{2}}.
\]

Now, suppose \(s\) is a positive integer and suppose that \(E_i\) is a \(g\)-orthonormal frame on \((K,g)\). Define \(\|\omega\|_{J^s(\Lambda)} \in C^\ell(K)\) by
\[
\|\omega\|_{J^s(\Lambda)} := \left(\|\omega\|_{J^{s-1}(\Lambda)}^2 + \sum_{j=1}^n \|\nabla_{E_j} \omega\|_{J^{s-1}(\Lambda)}^2\right)^{\frac{1}{2}} \in C^\ell(K),
\]
where \(\nabla\) is the covariant derivative on forms induced by the Levi-Civita connection associated to \(g\). Set
\[
\|\omega\|_{W^{s,\ell}\Omega^p(K,g)} = \left(\int_K \|\omega\|_{J^s(\Lambda)}^2 \, dv_g\right)^{\frac{1}{2}}.
\]

The Sobolev space \(W^{s,\ell}\Omega^p(K,g)\) is the completion of \(\Omega^p(K,g)\) with respect to the norm \(\|\cdot\|_{W^{s,\ell}\Omega^p(K,g)}\). For the case \(s = 0\), we denote \(W^{0,\ell}\Omega^p(K,g)\) by \(L^\ell\Omega^p(K,g)\) and for \(\ell = 2\), we denote \(W^{s,2}\Omega^p(K,g)\) by \(H^s\Omega^p(K,g)\). When \(p = 0\), we simply denote \(H^s(K,g) = H^s\Omega^0(K,g)\) and \(L^\ell(K,g) = L^\ell\Omega^0(K,g)\).

We remark that \(H^0\Omega^p(K,g) = L^2\Omega^p(K,g)\) and that the \(H^1\)-norm is given on functions by
\[
|f|_{H^1(K,g)} = \left(\langle f, f \rangle_{L^2(K,g)} + \langle \nabla_g f, \nabla_g f \rangle_{L^2(K,g)}\right)^{\frac{1}{2}},
\]
where \(\nabla_g\) denotes the gradient. Furthermore, by taking the \(W^{s,\ell}\)-limit of a sequence of smooth forms, we can extend the notions listed at the beginning of Section 3.1, e.g., the exterior derivative \(d\), integration, and the tangential and normal components of a form, to Sobolev spaces having the appropriate level of regularity for the
particular notion under consideration. In addition, the definition of $W^{s,t}_p(K,g)$ and hence $H^s_\Omega^p(K,g)$ can be extended to non-integer values of $s$ in the standard way using the Fourier transform; see [44, Section 4.1].

As usual, $H^s_\Omega^p(K,g) \subset H^t_\Omega^p(K,g)$ when $s > t$ and the following orbifold version of Rellich’s theorem holds. The proof of the same result for manifolds [40, Theorem 1.3.6] is based on local arguments, and hence carries directly to the orbifold setting by restricting to locally defined forms that are invariant under the action of a finite group. See also [15, Theorem 2.1] or [27, Theorem 2.4] for the case $p = 0$.

**Theorem 3.3** (Rellich’s theorem). Let $(K,g)$ be a compact oriented Riemannian orbifold. If $(K,g)$ has boundary $\partial K$, assume that $\partial K$ is a manifold, i.e., contains no singular points. Suppose that $s > t$. Then the inclusion $H^s_\Omega^p(K,g)$ into $H^t_\Omega^p(K,g)$ is compact.

The trace theorem for manifolds with boundary is proven by patching together local trace operators between Sobolev spaces on regions in $\mathbb{R}^n$ and their boundaries, and therefore carries over directly to the case of collared orbifolds with no singular points on the boundary. See [40, Theorem 1.3.7]; see also [26, p.258] and [44, Chapter 4, Propositions 1.6 and 4.5] for the case $p = 0$. Note that when $p > 0$, the restriction $\omega|_{\partial K}$ of a differential $p$-form $\omega$ on $K$ to the boundary is a section of the bundle $\Lambda^p(K,g)|_{\partial K}$ and not a differential form on $\partial K$. The Sobolev norm $|\omega|_{\partial K,H^t_\Omega^p(K,g)|_{\partial K}}$ of such a section is defined as in Definition 3.2 in terms of the metric that $\Lambda^p(K,g)|_{\partial K}$ inherits from the metric on $\Lambda^p(K,g)$ and by integrating over $\partial K$, see [40, Definition 1.3.1]. Of course, when $p = 0$, $\omega$ restricts to a function on $\partial K$ with the usual Sobolev norm.

**Theorem 3.4** (Trace theorem). Let $(K,g)$ be a compact oriented Riemannian orbifold with nonempty manifold boundary $\partial K$.

1. For $s = 0,1$, the trace map $\omega \mapsto \omega|_{\partial K}$ is a compact continuous operator $H^{s+1}_\Omega^p(K,g) \to H^s_\Omega^p(K,g)|_{\partial K}$, i.e., $|\omega|_{H^s_\Omega^p(K,g)|_{\partial K}} \leq C|\omega|_{H^{s+1}_\Omega^p(K,g)}$ for some choice of $C$ independent of $\omega$.

2. The trace map extends uniquely to a continuous operator $H^1_\Omega^p(K,g) \to H^{1/2}_\Omega^p(K,g)|_{\partial K}$.

For an orbifold $(K,g)$ with boundary, let $\partial g$ denote the induced metric on $\partial K$. Given a vector field $X$ on $K$, considering the restriction of $X$ to the boundary $\partial K$, we can decompose $X = X^t + X^\perp$ into its tangential and normal components, respectively. As in [40], we then define

$$t_\omega(X_1, \ldots, X_p) = \omega(X^t_1, \ldots, X^t_p) \quad \text{and} \quad n_\omega = \omega|_{\partial K} - t_\omega.$$ 

The manifold version of Green’s theorem is derived from Stokes’ theorem by arguments that are all local in nature, and thus generalize to orbifolds; see, for example, [40, Chapter 2, Proposition 1.2] and [44, Proposition 2.4.1]. As the proof of Stokes’ theorem is also given locally and patched together with a partition of unity, see [44, Chapter 1, Proposition 13.3], the proof of Green’s theorem extends directly to the orbifold case, yielding the following.

**Theorem 3.5** (Green’s theorem). On a compact oriented Riemannian orbifold $(K,g)$ with manifold boundary $\partial K$, let $\omega \in H^1_\Omega^p(K,g)$ and $\eta \in H^1_\Omega^p(K,g)$. Then
For \( f, h \)

We define Definition 3.6.

Theorem 3.4 (1), the following definitions make sense. See [5, Definitions 1.1 and 3.3].

Green’s theorem that may differ by a minus sign on individual terms from the one above, leading to formulations of

Hilbert space. With the componentwise inner product. Note that in this way,

\[ \text{L} \]

defined by

\[ \text{d} \omega \]

given by the direct sum of the inner products on the two component spaces.

\[ \eta \]

\[ \nu \]

denotes the unit outward pointing normal on \( \partial K \).

We note that there are varying conventions regarding the sign of the Laplace operator and the choice of inward or outward normal, leading to formulations of Green’s theorem that may differ by a minus sign on individual terms from the one we have presented here.

3.3. Sobolev spaces on orbifolds with connected sum metrics. Let \( O \) be a closed oriented orbifold with connected sum metric as in Definition 2.5. By Theorem 3.4 (1), the following definitions make sense. See [5, Definitions 1.1 and 1.4] and [43, page 17].

Definition 3.6. We define \( L^2 \Omega^p(O, g) \) by

\[ L^2 \Omega^p(O, g) := L^2 \Omega^p(O, g_1) \oplus L^2 \Omega^p(O, g_2) \]

with the componentwise inner product. Note that in this way, \( L^2 \Omega^p(O, g) \) is a Hilbert space.

The first Sobolev space \( H^1 \Omega^p(O, g) \) is the subspace of \( H^1 \Omega^p(O_1, g_1) \oplus H^1 \Omega^p(O_2, g_2) \) defined by

\[ H^1 \Omega^p(O, g) := \{ \omega = (\omega_1, \omega_2) \in H^1 \Omega^p(O, g_1) \oplus H^1 \Omega^p(O, g_2) \mid \]

\[ t_1 \omega_1 |_{\partial O_1} = t_2 \omega_2 |_{\partial O_2} \text{ in } L^2 \Omega^p(\partial O_1, \partial g_1), \]

\[ * n_1 \omega_1 = - * n_2 \omega_2 \text{ in } L^2 \Omega^{n-p}(\partial O_1, \partial g_1), \]

\[ d\omega \in L^2 \Omega^{p+1}(O, g), \text{ and } \delta \omega \in L^2 \Omega^{p-1}(O, g) \} \}

The inner product on \( H^1 \Omega^p(O, g) \) is given by the direct sum of inner products on the two component spaces.

The second Sobolev space \( H^2 \Omega^p(O, g) \) is the subspace of \( H^2 \Omega^p(O_1, g_1) \oplus H^2 \Omega^p(O_2, g_2) \) defined by

\[ H^2 \Omega^p(O, g) := \{ \omega = (\omega_1, \omega_2) \in H^2 \Omega^p(O, g_1) \oplus H^2 \Omega^p(O, g_2) \mid \]

\[ t_1 \omega_1 |_{\partial O_1} = t_2 \omega_2 |_{\partial O_2} \text{ in } H^1 \Omega^p(\partial O_1, \partial g_1), \]

\[ * n_1 \omega_1 = - * n_2 \omega_2 \text{ in } H^1 \Omega^{n-p}(\partial O_1, \partial g_1), \]

\[ d\omega \in H^1 \Omega^{p+1}(O, g), \text{ and } \delta \omega \in H^1 \Omega^{p-1}(O, g) \} \}

where \( d\omega = (d\omega_1, d\omega_2) \) and \( \delta \omega = (\delta \omega_1, \delta \omega_2) \). The inner product on \( H^2 \Omega^p(O, g) \) is given by the direct sum of the inner products on the two component spaces.
We note that for $p = 0$ and $s = 1$ or 2, Definition 3.6 yields
\[ H^s(\Omega, g) := \left\{ f = (f_1, f_2) \in H^1(\Omega_1, g_1) \oplus H^1(\Omega_2, g_2) \mid f|_{\partial \Omega_1} = f|_{\partial \Omega_2} \text{ in } L^2(\partial \Omega_1, \partial g_1), \right. \]
\[ \left. (\nu_1(f_1)|_{\partial \Omega_1} = -(\nu_2(f_2)|_{\partial \Omega_2} \text{ in } L^2(\partial \Omega_1, \partial g_1). \right\}, \]
where $\nu_1$ and $\nu_2$ denote the outward unit normal vector fields along $\partial \Omega_1$ and $\partial \Omega_2$, respectively.

We have the following version of Rellich’s theorem for orbifolds that carry connected sum metrics.

**Theorem 3.7** (Rellich’s theorem for connected sum metrics). For $L^2 \Omega^p(\Omega, g)$ and $H^1 \Omega^p(\Omega, g)$ as above, the inclusion of $H^1 \Omega^p(\Omega, g)$ into $L^2 \Omega^p(\Omega, g)$ is compact.

**Proof.** By assumption, the orbifolds $(\Omega_1, g_1)$ and $(\Omega_2, g_2)$ are collared orbifolds with no singular points on the boundary. Thus, by Theorem 3.3, $H^1 \Omega^p(\Omega_1, g_1)$ is compactly embedded in $L^2 \Omega^p(\Omega_1, g_1)$ and $H^1 \Omega^p(\Omega_2, g_2)$ is compactly embedded in $L^2(\Omega_2, g_2)$. But the norms on these respective spaces are all computed via a direct sum, and since $H^1 \Omega^p(\Omega_1, g_1)$ is a closed subspace of $H^1 \Omega^p(\Omega_1, g_1) \oplus H^1 \Omega^p(\Omega_2, g_2)$, it follows directly that the inclusion of $H^1 \Omega^p(\Omega, g)$ into $L^2 \Omega^p(\Omega, g)$ is compact. $\square$

### 3.4 Quadratic forms.

Recall that a quadratic form is determined by a triple $(\mathcal{H}, D(q), g)$ where $\mathcal{H}$ is a Hilbert space; $D(q) \subseteq \mathcal{H}$ is a closed subspace of $\mathcal{H}$, the domain of $q$; and $q(x) = f(x, x)$ for a symmetric non-negative bilinear form $f : D(q) \times D(q) \rightarrow \mathbb{R}$. The norm of the quadratic form $q$ is defined to be
\[ |q| = \sup_{\{x \in D(q) \mid \langle x, x \rangle = 1\}} q(x), \]
where $\langle \cdot, \cdot \rangle$ denotes the inner product on $\mathcal{H}$.

We note that we can define the spectrum of a quadratic form using Rayleigh-Ritz variational formulae. Further, when the quadratic form induces a non-negative self-adjoint operator (e.g., the Laplacian), the spectrum of the quadratic form coincides with that of the operator, see [21, Chapter 4].

We now introduce a bilinear form $q$ on $H^1 \Omega^p(K, g)$ and corresponding quadratic form that induces the Laplacian on $(K, g)$. This form will be instrumental in the proof of the Hodge decomposition theorem, Theorem 4.4, as well as several arguments thereafter. It is an essential ingredient to the proofs in Section 5 that the spectrum of the Laplacian in our context has the usual properties of being discrete and tending to infinity—see in particular Section 5.1—as well as in Sections 6 and 7, where it allows us to study the spectrum via Rayleigh-Ritz variational formulae.

Suppose that $\omega, \eta \in H^1 \Omega^p(K, g)$. Let
\[ q(\omega, \eta) = \langle d\omega, d\eta \rangle_{L^2 \Omega^{p+1}(K, g)} + \langle \delta \omega, \delta \eta \rangle_{L^2 \Omega^{p-1}(K, g)}, \]
and note that
\[ q(\omega, \omega) = |d\omega|_{L^2 \Omega^{p+1}(K, g)} + |\delta \omega|_{L^2 \Omega^{p-1}(K, g)}. \]
In a slight abuse of notation, we use $q$ to denote the bilinear form defined in Equation (3.2) as well as the quadratic form $q(\omega) = q(\omega, \omega)$ defined on $D(q) = H^1 \Omega^p(K, g)$ in $\mathcal{H} = L^2 \Omega^p(K, g)$. By Green’s Theorem (Theorem 3.5), we immediately have the following (see [40, Corollary 2.1.4]).
Proposition 3.8. Let $(K, g)$ be a compact oriented Riemannian orbifold with manifold boundary $\partial K$. For $\omega \in H^2\Omega^p(K, g)$ and $\eta \in H^1\Omega^p(K, g)$, the bilinear form $q$ is given by

$$q(\omega, \eta) = \langle \Delta_g \omega, \eta \rangle_{L^2\Omega^p(K, g)} + \int_{\partial K} t\eta \wedge \star n d\omega - \int_{\partial K} t\delta\omega \wedge \star n\eta.$$

4. The Hodge decomposition theorem for orbifolds with boundary

In this section, we state and prove the Hodge decomposition theorem (Theorem 4.4) for compact orbifolds with manifold boundary. Our exposition closely follows that of Schwarz [40, Chapters 1,2] and his proof of the corresponding result for manifolds with boundary, [40, Theorem 2.4.2]; see also [9] for the case of orbifolds without boundary, and recall that orbifolds are also called “$V$-manifolds.” Indeed, as we will outline, practically all the proofs in [40, Chapters 1,2] extend verbatim to the orbifold case. However, since these extensions are not noted in the literature, we will give a brief account of them so that they will be available for our and future use.

Although we expect that a similar Hodge decomposition theorem is likely to hold for compact orbifolds with singular points on the boundary, additional technical difficulties arise, especially related to the extension of the results of [31, Chapter XX]. More precisely, the proof that the differential operator associated to an elliptic boundary value problem is Fredholm, which is used for proving the completeness of the Hodge decomposition, uses the Douglis-Nirenberg theory on the boundary, see [31, Theorem 20.1.3, Corollary 20.1.4, Proposition 20.1.5]. Since such theory has not explicitly been developed for orbifolds, this makes the extension of the Hodge decomposition to the case with singularities on the boundary more involved. Therefore, since our connected sum constructions are always applied to the case of a manifold boundary, we have restricted our attention to this case.

We start with some basic definitions.

Definition 4.1. Let $(K, g)$ be an orbifold with manifold boundary, and suppose that $\omega \in H^1\Omega^p(K, g)$. We say that $\omega$ satisfies Dirichlet boundary conditions if $t \omega = 0$ on $\partial K$, and we say that $\omega$ satisfies Neumann boundary conditions if $n \omega = 0$ on $\partial K$.

For $\omega \in H^2\Omega^p(K, g)$, we say that $\omega$ satisfies relative boundary conditions if $t \omega = 0$ and $t \delta \omega = 0$. We say that $\omega$ satisfies absolute boundary conditions if $n \omega = 0$ and $n d\omega = 0$ (see [34, p.728] and cf. Equations (4.2)). We note that for the case of functions, relative boundary conditions are equivalent to Dirichlet boundary conditions and absolute boundary conditions are equivalent to Neumann boundary conditions.

Similarly, we define the following subspaces of $L^2\Omega^p(K, g)$.

Definition 4.2. Let $H^1\Omega^p_D(K, g)$ and $H^1\Omega^p_N(K, g)$ be the subspaces of $H^1\Omega^p(K, g)$ with vanishing tangential and normal components respectively. Let

$$E^p(K) = \{d\alpha \mid \alpha \in H^1\Omega^p_D(K, g)\}$$

be the space of exact $p$-forms with Dirichlet conditions, and let

$$C^p(K) = \{\delta\beta \mid \beta \in H^1\Omega^{p+1}_N(K, g)\}$$
be the space of coexact $p$-forms with Neumann conditions. Set $E^0(K) = \{0\}$ and $C^0(K) = \{0\}$. Finally, let $\mathcal{H}^p(K)$ denote the space of harmonic fields in $H^1_\Omega^p(K, g)$, i.e., the set

$$\mathcal{H}^p(K) = \{ \omega \in H^1_\Omega^p(K, g) \mid d\omega = 0 \text{ and } \delta\omega = 0 \},$$

and let $L^2\mathcal{H}^p(K)$ be the $L^2$-closure of $\mathcal{H}^p(K)$.

**Remark 4.3.** We note that we use the term harmonic fields to denote elements $\omega \in H^1_\Omega^p(K, g)$ for which $d\omega = \delta\omega = 0$ and we use the term harmonic forms to denote forms for which $\Delta_g\omega = 0$.

We now state our main theorem. See [40, Theorem 2.4.2] for the manifold version. The proof of this theorem occupies the rest of this section.

**Theorem 4.4** (Hodge decomposition theorem for orbifolds with boundary). Let $(K, g)$ be a compact oriented Riemannian orbifold with manifold boundary. Then $L^2\Omega^p(K, g)$ splits into the $L^2$-orthogonal direct sum

$$L^2\Omega^p(K, g) = E^p(K) \oplus C^p(K) \oplus L^2\mathcal{H}^p(K).$$

The proof of Theorem 4.4 depends on a number of preliminary results which we present below. By combining these results, the proof of Theorem 4.4 will follow naturally at the end of this section.

We begin by noting that the proof of Gaffney’s inequality extends to the orbifold case which, along with the definition of the bilinear form $q$ in Equation (3.2) and Proposition 3.8, yields the following.

**Lemma 4.5** (Gaffney’s inequality [40, Corollary 2.1.6]). Let $(K, g)$ be a compact oriented Riemannian orbifold with manifold boundary. Then there is a constant $C$ depending only on $(K, g)$ such that for each $\omega \in H^1_\Omega^p(K, g)$ with $t \omega = 0$, we have

$$|\omega|^2_{H^1_\Omega^p(K, g)} \leq C (q(\omega, \omega) + |\omega|^2_{L^2\Omega^p(K, g)}).$$

**Definition 4.6.** Let $\mathcal{H}^p_D(K) = \mathcal{H}^p(K) \cap H^1_\Omega^p_D(K, g)$, the subspace of harmonic fields in $H^1_\Omega^p_D(K, g)$, and let $\mathcal{H}^p_D(K)^\ominus$ denote the $L^2$-orthogonal complement of $\mathcal{H}^p_D(K)$ in $H^1_\Omega^p_D(K, g)$. Define subspaces $\mathcal{H}^p_N(K)$ and $\mathcal{H}^p_N(K)^\ominus$ of $H^1_\Omega^p_N(K, g)$ analogously. We refer to elements of $\mathcal{H}^p_D(K)$ as Dirichlet fields and elements of $\mathcal{H}^p_N(K)$ as Neumann fields.

We make note as well of the following relationship between $q$ and the $H^1$-norm on a subspace of $H^1_\Omega^p(K, g)$. Using Lemma 4.5 and Theorem 3.3, the proof of [40, Proposition 2.2.3] generalizes directly to orbifolds.

**Proposition 4.7** ([40, Proposition 2.2.3]). Suppose that $\omega \in \mathcal{H}^p_D(K)^\ominus$. There exist positive constants $c, C$ such that

$$c |\omega|^2_{H^1_\Omega^p(K, g)} \leq q(\omega, \omega) \leq C |\omega|^2_{H^1_\Omega^p(K, g)}.$$

A similar relationship holds for $\omega \in \mathcal{H}^p_N(K)^\ominus$.

**4.1. The Dirichlet and Neumann potentials and their regularity.** We now establish technical results involving the existence and regularity of Dirichlet and Neumann potentials for elements of $\mathcal{H}^p_D(K)^+$ and $\mathcal{H}^p_N(K)^+$ respectively. The proof of the Hodge decomposition theorem for orbifolds with boundary (Theorem 4.4) will be presented at the end of Section 4, following these results.
4.1.1. **Definition of the Dirichlet and Neumann potentials.** Using Proposition 4.7, the proof of the existence of the Dirichlet and Neumann potentials follows in a manner identical to [40, Theorem 2.2.4 and p.72].

**Theorem 4.8 ([40, Theorem 2.2.4]).** Let \((K, g)\) be a compact oriented Riemannian orbifold with manifold boundary. For each \(\eta \in \mathcal{H}_D^p(K)\), there exists a differential form \(\varphi_D \in \mathcal{H}_D^p(K)\) such that
\[
q(\varphi_D, \xi) = \langle \eta, \xi \rangle_{L^2\Omega^p(K, g)}, \quad \forall \xi \in H^1 \Omega^p_D(K).
\]
The differential form \(\varphi_D\) is uniquely determined by \(\eta\) and is called the Dirichlet potential of \(\eta\). Conversely, \(\eta\) is uniquely determined by its Dirichlet potential \(\varphi_D\). A similar form \(\varphi_N \in \mathcal{H}_N^p(K)\) exists for each \(\eta \in \mathcal{H}_N^p(K)\), and is called the Neumann potential for \(\eta\).

**Remark 4.9.** Note that although we do not currently know that \(\varphi_D\) is sufficiently differentiable, we can formally apply Proposition 3.8 to the result of Theorem 4.8 to see that the Dirichlet potential \(\varphi_D\) weakly solves the boundary value problem
\[
\Delta g \varphi_D = \eta \quad \text{on } K,
\]
\[
t \varphi_D = 0 \quad \text{and } t \delta \varphi_D = 0 \quad \text{on } \partial K,
\]
i.e. \(\Delta g \varphi_D = \eta\) with relative boundary conditions, see Definition 4.1.

This remark is strengthened in [40, Theorem 2.2.5] by showing that the Dirichlet potential is also a strong solution of Equation (4.2). We summarize the extension of this and other relevant results to orbifolds in Section 4.1.2. Because the argument for the regularity of \(\varphi_D\) we provide is very similar to the manifold case proved in [40, Section 2.3], we will only give a sketch while outlining the few differences. In particular, we will need to use results on integration of vector fields on orbifolds, as well as standard (pseudo-)differential operators techniques.

Finally, again as in the comment [40, p.72], all results that we state and prove here for the Dirichlet potential hold for the Neumann potential \(\varphi_N\) as well. See [40, Theorem 2.2.7] and Theorem 4.11.

4.1.2. **Regularity on the interior and on the boundary of the Dirichlet and Neumann potentials.** The main new ingredient in the orbifold case is the results of [30] on flows of vector fields. Let \(X\) be a compactly supported vector field on the orbifold \(K\) with boundary that is either supported away from the boundary or such that \(X|_{\partial K}\) is parallel to \(\partial K\). Then \(X\) can be integrated to produce a global flow \(\psi_t^X\) using [30, Theorem 5.13] applied to the double of \(K\). Then we proceed as in [40, Section 2.3] in the orbifold case. Define the operator
\[
\Sigma_t^X : L^2 \Omega^p(K) \to L^2 \Omega^p(K), \quad \Sigma_t^X := \frac{1}{t} \left( (\psi_t^X)^* - \text{Id} \right),
\]
and then the proof of [40, Lemma 2.3.1] extends verbatim to the orbifold case.

We now outline the proof of \(H^2\)-regularity of the Dirichlet potential. We will need to prove \(H^2\)-regularity separately at interior points and boundary points. The proof of [40, Lemma 2.3.2], which demonstrates \(H^2\)-regularity in the interior as well as some covariant derivative \(H^1\)-regularity on the boundary, is identical in the orbifold case using results in [30] on integration of orbifold vector fields as described above. It also involves [40, Proof of Lemma 2.3.1] and [40, Equation (1.3.15)] (Meyers-Serrin’s theorem, i.e., [40, Theorem 1.3.6(a)] or [40, Theorem 1.3.3(a)]), which are proven identically for orbifolds. The remaining ingredients hold in general for
Hilbert spaces. Then [40, Lemma 2.3.3], which demonstrates $H^2$-regularity of the Dirichlet potential on the boundary, also follows as in the manifold case. The proof uses orbifold analogues of the Bochner-Weitzenböck formula [40, Equation (1.2.23)], [40, Lemma 2.3.2], and the Meyers-Serrin theorem, [40, Equation (1.3.15)], [40, Theorem 1.3.6(a)], and [40, Theorem 1.3.3(a)], which extend to orbifolds using local charts. Then the proof of [40, Theorem 2.2.5], which strengthens Remark 4.9, applies directly to orbifolds.

In order to prove the completeness of the Hodge decomposition, we need [40, Theorem 1.6.2] and Theorem 4.10 below, which we have confirmed for orbifolds using the preceding results and standard results on elliptic (pseudo-)differential operators. See [31, Chapter XX] and [40, Theorem 1.6.2, Theorem 2.2.6, Corollary 2.3.5, and p.78]. In particular we note that to prove [40, Theorem 1.6.2] for orbifolds, [31, Theorem 20.1.2], [31, Theorem 20.1.8] and [31, Proposition 20.1.11] need to be extended to orbifolds. This can be done by using a variety of methods (depending on the context), which include using a collared neighborhood of the boundary of the form $\partial K \times [0, 1)$ (where $\partial K$ has no singular point), using local orbifold charts, as well as the theory of pseudo-differential operators on compact orbifolds. For example, the existence of parametrices is shown in [11]. We then have the following for relative boundary conditions. For the argument, which carries directly to the orbifold setting, see [40, Theorem 2.2.6 and Corollary 2.3.5].

**Theorem 4.10.** Let $(K, g)$ be a compact oriented Riemannian orbifold with manifold boundary.

1. If $\psi$ is a Dirichlet field, $\psi \in \mathcal{H}^p(K)$, then $\psi$ is smooth.
2. If $\eta \in \mathcal{H}^p(K)$ is of Sobolev class $W^{s,p}$ (with $s \in \mathbb{N}_0$ and $p \geq 2$), then the Dirichlet potential $\varphi_D$ is in $W^{s+2,p}\Omega^p(K)$.

By the remarks [40, p.72], we also have the following for absolute boundary conditions. See [40, Theorem 2.2.7].

**Theorem 4.11.** Let $(K, g)$ be a compact oriented Riemannian orbifold with manifold boundary.

1. The space $\mathcal{H}^p_N(K)$ of Neumann fields is finite dimensional, and consists of smooth differential forms $\psi \in \Omega^p(K)$.
2. For each $\eta \in \mathcal{H}^p_N(K)$ there exists a unique Neumann potential $\varphi_N \in \mathcal{H}^p_N(K) \cap H^2\Omega^p(K, g)$.
3. Suppose that $s \in \mathbb{N}_0$ and $p \geq 2$. If $\eta \in \mathcal{H}^p_N(K) \cap W^{s,p}\Omega^p(K)$, the Neumann potential $\varphi_N$ is of Sobolev class $W^{s+2,p}(K)$.

The proof of Theorem 4.4 now follows.

**Proof of Theorem 4.4.** Since [40, Theorems 1.6.2 and 2.2.5] hold for orbifolds as noted above, using Theorems 4.10 and 4.11, the proof of Theorem 4.4 follows exactly as the proof of Theorem 2.4.2 in [40].

**Remark 4.12.** All of the results and proofs above hold if the boundary of $(K, g)$ is empty (and hence with vacuous boundary conditions). Thus, the Hodge decomposition theorem as in [9] holds for closed oriented orbifolds as well.
5. The Laplacian on orbifolds

In this section, we confirm that the spectrum of the Laplacian acting on $p$-forms has the familiar properties of being discrete and tending to infinity, both in the case of orbifolds with boundary under either Dirichlet or Neumann conditions, and in the case of orbifolds with connected sum metrics.

5.1. The Laplacian on orbifolds with boundary. Suppose that $(K, g)$ is an $n$-dimensional compact oriented Riemannian orbifold with manifold boundary. As in Equation (3.2), we define a bilinear form $q$ on $H^2\Omega^p(K, g)$ and recall that $q$ induces the Laplacian on $H^2\Omega^p(K, g)$, with boundary terms as in Proposition 3.8.

Recall from Definition 4.1 that $\omega \in H^2\Omega^p(K, g)$ satisfies relative boundary conditions if $t_\omega = 0$ and $t_\delta \omega = 0$ and absolute boundary conditions if $n_\omega = 0$ and $n d \omega = 0$. We use the following notation for the nondecreasing sequences of nonzero eigenvalues including repetitions, $k = 1, 2, \ldots$:

- $\lambda^p_{k}(K, g)$, to denote the $k$th eigenvalue of the Laplacian acting on $p$-forms with relative boundary conditions,
- $\lambda^N_{k}(K, g)$, to denote the $k$th eigenvalue of the Laplacian acting on $p$-forms with absolute boundary conditions, and
- $\mu^N_{p,k}(K, g)$, to denote the $k$th eigenvalue of the Laplacian acting on coexact $p$-forms with absolute boundary conditions.

When $K$ has empty boundary, we use

- $\lambda_{p,k}(K, g)$, to denote the $k$th eigenvalue of the Laplacian acting on $p$-forms
- $\mu_{p,k}(K, g)$, to denote the $k$th eigenvalue of the Laplacian acting on coexact $p$-forms.

When 0 occurs as an eigenvalue, it has index $k = 0$. See Section 7. We will omit $(K, g)$ when it is clear from the context. When restricting to the case of the Laplacian acting on functions, we will omit the subscript $p = 0$, i.e., use $\lambda_k(K, g) = \lambda_{0,k}(K, g)$, etc.

**Remark 5.1.** Since for each $p = 1, \ldots, n$, the exterior derivative $d$ maps the space of coexact $(p-1)$-eigenforms with absolute boundary conditions isomorphically onto the space of exact $p$-eigenforms with absolute boundary conditions (see [29, p.34]), $\mu^N_{p,k}(K, g)$ is also the $k$th eigenvalue of the Laplacian acting on exact $(p+1)$-forms with absolute boundary conditions. Then by Theorem 4.4, the eigenvalue spectrum on $p$-forms is the union of the eigenvalue spectrum on the coexact $p$-forms and coexact $(p-1)$-forms, all with absolute boundary conditions. When $K$ is closed, we also have by Hodge duality that $\mu_{p,k}(K, g) = \mu_{n-p-1,k}(K, g)$. Therefore, in the case that $K$ has no boundary, by understanding the behavior of coexact $p$-eigenforms for $p = 0, 1, \ldots, [(n-1)/2]$, we understand the behavior of the spectrum of the Laplacian on $p$-forms for all $p = 0, 1, \ldots, n$, see [32, p.968].

Suppose that $\omega, \eta \in H^2\Omega^p(K, g)$, with either relative or absolute boundary conditions. Then $\langle \Delta_g \omega, \omega \rangle_{L^2\Omega^p(K, g)}$ is non-negative. This follows directly from Proposition 3.8 because the boundary conditions send the boundary terms to zero and $q$ is non-negative. For similar reasons, $\langle \Delta_g \omega, \eta \rangle_{L^2\Omega^p(K, g)} = \langle \omega, \Delta_g \eta \rangle_{L^2\Omega^p(K, g)}$, i.e., the Laplacian is symmetric on the subspace of $H^2\Omega^p(K, g)$ with either relative or absolute boundary conditions.

We are now in a position to prove the following.
Theorem 5.2. Let \((K, g)\) be a compact oriented Riemannian orbifold with manifold boundary. The spectrum of eigenvalues of the \(p\)-form Laplacian \(\Delta_g\) with relative boundary conditions is a discrete set \(\{\lambda_{p,k}^\Delta\}_{k=1}^\infty\) with \(\lambda_{p,k}^\Delta > 0\) for all \(k\). The spectrum of eigenvalues of the \(p\)-form Laplacian \(\Delta_g\) with absolute boundary conditions is a discrete set \(\{\lambda_{p,k}^\nabla\}_{k=0}^\infty\) with \(\lambda_{p,k}^\nabla \geq 0\) for all \(k\). In each case, each eigenvalue appears in the spectrum only finitely many times, and the sequences \(\{\lambda_{p,k}^\Delta\}\) and \(\{\lambda_{p,k}^\nabla\}\) tend to \(\infty\) as \(k \to \infty\).

Proof. Note that for \(\omega \in H^p_D(K, g), \Delta_g \omega = 0\). Thus, it suffices to consider the \(L^2\)-orthogonal complement \(H^p_D(K)^\oplus\) in \(H^1\Omega^p_D(K, g)\). Using [21, Corollary 4.2.3], if the resolvent operator \((\Delta_g + 1)^{-1}\) is compact, the result will hold. But by [21, Exercise 4.2 on p.97], \((\Delta_g + 1)^{-1}\) is compact if and only if \(H^p_D(K)^\oplus\), with \(q\)-norm
\[
|\omega|_q := (q(\omega, \omega) + |\omega|_{L^2\Omega^p(K, g)}^2)^{\frac{1}{2}},
\]
is compactly embedded in \(L^2\Omega^p(K, g)\). It follows from Proposition 4.7 that the \(q\)-norm and \(H^1\)-norm are equivalent on \(H^p_D(K)^\oplus\). Thus, by Rellich’s theorem, \(H^p_D(K)^\oplus\) is compactly embedded in \(L^2\Omega^p(K, g)\) and the result follows for relative boundary conditions. By the comment [40, p.72], the result holds for absolute boundary conditions as well. 

With this, we can now state the min-max principle as it applies to this particular situation. By Theorem 5.2 and Theorem 4.4, the following version of the min-max principle carries over directly to the orbifold setting. See [32, Proposition 7]; see also [25, Proposition 3.1], [34, Proposition 2.1], and Remark 5.1.

Theorem 5.3 (Min-max principle, (co-)exact forms, absolute boundary conditions). Let \((K, g)\) be a compact oriented Riemannian orbifold with manifold boundary and let
\[
H^1\Omega^p_{abs}(K, g) = \{\omega \in H^1\Omega^p(K, g) \mid \n \omega = 0, \n d \omega = 0\}.
\]
For \(\omega \in H^1\Omega^p_{abs}(K, g)\), let
\[
R(\omega) = \frac{\langle d \omega, d \omega \rangle_{L^2\Omega^{p+1}(K, g)}}{\langle \omega, \omega \rangle_{L^2\Omega^p(K, g)}}.
\]
Then for \(k \geq 1\),
\[
\mu^N_{p,k}(K, g) = \inf_Y \sup_{0 \neq d \omega \in Y} R(\omega)
\]
where \(Y\) ranges over all \(k\)-dimensional subspaces of smooth exact \((p + 1)\)-forms \(d \omega \in L^2\Omega^p(K, g)\) satisfying absolute boundary conditions.

We note too that for the case of functions on \((K, g)\) with Dirichlet conditions, since \(\langle \Delta_g f, f \rangle_{L^2(K, g)} = \langle \nabla_g f, \nabla_g f \rangle_{L^2(K, g)}\), the standard min-max formula holds as well. See [21, Theorem 4.5.1].

Theorem 5.4 (Min-max principle, functions, Dirichlet conditions). Let \((K, g)\) be a compact oriented Riemannian orbifold with manifold boundary \(\partial K\). Then
\[
\lambda^D_{p} = \inf_Y \sup_{0 \neq f \in Y} \frac{\langle \nabla_g f, \nabla_g f \rangle_{L^2(K, g)}}{\langle f, f \rangle_{L^2(K, g)}}
\]
where \(Y\) ranges over all \(k\)-dimensional subspaces of \(H^1_D(K, g)\), the subspace of \(H^1(K, g)\) of functions vanishing on \(\partial K\).
Of course, if $K$ is closed, then Theorems 5.2, 5.3, and 5.4 apply to the corresponding $\lambda_{p,k}$ and $\mu_{p,k}$ with vacuous boundary conditions.

We now recall the following lemma, demonstrating the existence of harmonic extensions for orbifolds.

**Lemma 5.5** ([8, Lemma 3.5]). Let $(K, g)$ be a compact oriented Riemannian orbifold with manifold boundary $\partial K$ and let $u \in C^\infty(\partial K)$. Then there exists a unique harmonic function $h \in C^\infty(K)$ such that $h|_{\partial K} = u$.

The idea of the proof is to use the fact that $K$ can be expressed as the quotient of its orthonormal frame bundle $FK$, a smooth manifold, by the almost free action of the orthogonal group $SO(n)$, and then $FK$ admits a metric $\tilde{g}$ with respect to which

$$\pi^* \circ \Delta_{g} = \Delta_{\tilde{g}} \circ \pi^*,$$

where $\pi : FK \to K$ is the quotient map.

Using Lemma 5.5, the proof of [44, Chapter 5, Proposition 1.7] with $s = 1/2$ extends directly to the orbifold case, yielding the following.

**Lemma 5.6.** Let $(K, g)$ be a compact oriented Riemannian orbifold with nonempty manifold boundary $\partial K$. The map associating to $u \in C^\infty(\partial K)$ its harmonic extension to $K$ admits a continuous extension $P : H^{1/2}(\partial K, \partial g) \to H^1(K, g)$. Hence, there is a constant $C$ independent of $u$ such that $|P(u)|_{H^1(K, g)} \leq C |u|_{H^{1/2}(\partial K, \partial g)}$.

Using the same method as Lemma 5.5, we can generalize the Hopf Maximum Principle [44, Chapter 5, Proposition 2.3] to the case of orbifolds.

**Theorem 5.7** (The Hopf Maximum Principle for Riemannian orbifolds). Suppose $U$ is a connected open subset with nonempty manifold boundary $\partial U$ of a compact oriented Riemannian orbifold $(K, g)$. If $f \in C^2(U)$ is continuous on the closure $\overline{U}$ and $\Delta_g f \geq 0$, then either $f$ is constant or

$$f(x) < \sup_{y \in \overline{U}} f(y) \quad \forall x \in U.$$

**Proof.** Given $f$ as in the statement, it is clear that $\pi^* f \in C^2(FU)$ is continuous on the closure of $FU$. Then by Equation (5.2), $\Delta_g f \geq 0$ implies that $\Delta_{\tilde{g}} \circ \pi^* f \geq 0$. Applying the maximal principle [44, Chapter 5, Proposition 2.3] for manifolds to $\pi^* f$ completes the proof. \qed

### 5.2. The Laplacian on orbifolds with connected sum metrics.

Suppose that $O$ is a closed oriented orbifold with connected sum metric $g$ as in Definition 2.5. We define a bilinear form $q$ on $H^1\Omega^p(O, g)$ using Equation (3.2). Namely, for $\omega = (\omega_1, \omega_2)$ and $\eta = (\eta_1, \eta_2)$ in $H^1\Omega^p(O, g)$, let

$$q(\omega, \eta) = q_1(\omega_1, \eta_1) + q_2(\omega_2, \eta_2)$$

where $q_i$ denotes the bilinear form on $(O_i, g_i)$, $i = 1, 2$ respectively.

Similarly, for $\omega = (\omega_1, \omega_2) \in H^2\Omega^p(O, g)$, define the Laplacian by

$$\Delta_g \omega = (\Delta_{g_1} \omega_1, \Delta_{g_2} \omega_2).$$

We first note that as with orbifolds with boundary, for orbifolds with connected sum metrics, the Laplacian is induced by $q$.  


Proposition 5.8. Let \( O \) be a closed oriented orbifold with connected sum metric \( g \). For \( \omega = (\omega_1, \omega_2) \in H^2\Omega^p(O, g) \) and \( \eta = (\eta_1, \eta_2) \in H^1\Omega^q(O, g) \), the bilinear form \( q \) induces the Laplacian, i.e.,

\[
q(\omega, \eta) = \langle \Delta_g \omega, \eta \rangle_{L^2\Omega^p(O, g)}.
\]

Proof. Because \( \omega \in H^2\Omega^p(O, g) \), we have \( t_1\omega_1 = t_2\omega_2 \), \( \star n_1 \omega_1 = \star n_2 \omega_2 \), \( t \delta \omega_1 = t_2 \delta \omega_2 \), and \( \star n_1 d \omega_2 = \star n_2 d \omega_2 \). Furthermore, since \( \eta \in H^1\Omega^q(O, g) \), \( t_1 \eta_1 = t_2 \eta_2 \) and \( \star n_1 \eta_1 = \star n_2 \eta_2 \).

The result then follows directly from the definition of \( q \) and Proposition 3.8.

Furthermore, using a similar analysis and the fact that \( q \) is a symmetric, non-negative bilinear form, we see directly that for \( \omega, \eta \in H^2\Omega^p(O, g) \), \( \langle \Delta_g \omega, \omega \rangle_{L^2\Omega^p(O, g)} \) is non-negative and symmetric on \( H^2\Omega^p(O, g) \).

We thus have the following, in analogy with Theorem 5.2.

Theorem 5.9. Let \( O \) be a closed oriented \( n \)-dimensional orbifold with connected sum metric \( g \). For \( p = 0, \ldots, n \), the spectrum of eigenvalues of the Laplacian \( \Delta_g \) acting on \( p \)-forms is a discrete set \( \{\lambda_{p,k}\} \) with \( \lambda_{p,k} \geq 0 \) for all \( k \). Each eigenvalue appears in the spectrum only finitely many times, and the sequence \( \{\lambda_{p,k}\} \) tends to \( \infty \) as \( k \to \infty \). There is also a complete orthonormal basis of \( L^2\Omega^p(O, g) \) consisting of eigenforms \( \{\omega_{p,k}\}_{k=0}^\infty \) of \( \Delta_g \).

Proof. The claim follows from the equivalence of the \( q \)-norm of Equation (5.1) and the norm \( H^1 \)-norm. To show that these two norms are equivalent, one uses the proof of Theorem 5.2 in the case that the form has support away from the boundary. In the case that the support is included in a neighborhood of the boundary, one uses instead [5, Proposition I.2], which readily generalizes to the orbifold case with manifold boundary as the argument is localized near the boundary.

6. Approximating the spectrum on functions

In this section, we consider the convergence of eigenvalues of the Laplacian acting on functions in two ways. The first is a generalization of work of Colin de Verdière. We begin by reviewing his results which detail when two quadratic forms have close finite spectrum. We then generalize to the orbifold setting his result that allows us to perturb a given orbifold metric in order to approximate the finite spectrum of the Laplacian with that of the Neumann problem on a domain in the orbifold. The second is a generalization of work originally due to Rauch and Taylor. In this method, we show that we may remove a ball from an orbifold in such a way that as the radius of the ball shrinks to zero, the spectrum of the Neumann problem on the resulting orbifold domain tends to the Laplace spectrum of the orbifold, with its original metric. This generalizes results known to hold for manifolds; see relevant references below.

6.1. The defect of quadratic forms. Recall the following.

Definition 6.1 ([17, Definition I.2]). Let \( (E_0, E_0, q_0) \) and \( (E_1, E_1, q_1) \) be two positive quadratic forms defined on the finite-dimensional Euclidean spaces \( E_0 \) and \( E_1 \) with inner products \( \langle \cdot, \cdot \rangle_0 \) and \( \langle \cdot, \cdot \rangle_1 \) respectively. We say that \( q_0 \) and \( q_1 \) have defect \( \leq \varepsilon \) if there is an isometry \( U_{0,1} : E_0 \to E_1 \) such that

\[
|q_1 \circ U_{0,1} - q_0| \leq \varepsilon.
\]
where the norm $| \cdot |$ is that defined in Equation (3.1).

Let $(H_i, D(q_i), q_i)$ be quadratic forms for $i = 0, 1$ and fix $N \in \mathbb{N}$. For each $i$, let $E_i$ be the sum of the eigenspaces associated to the first $N$ nonzero eigenvalues of $q_i$. We say that $(H_0, D(q_0), q_0)$ and $(H_1, D(q_1), q_1)$ have $N$-spectral defect $\leq \varepsilon$ if $\tilde{q}_0 := q_0|E_0$ and $\tilde{q}_1 := q_1|E_1$ have defect $\leq \varepsilon$. A small $N$-spectral defect means that the first $N$ eigenvalues of $q_0$ are close to the first $N$ eigenvalues of $q_1$.

The following simple observation concerning approximate transitivity of the $N$-spectral defect will be useful in the sequel.

**Lemma 6.2.** Suppose $N \in \mathbb{N}$, $(H_i, D(q_i), q_i)$ are positive quadratic forms for $i = 0, 1, 2$, $E_i$ is the sum of the eigenspaces associated to the first $N$ eigenvalues of $q_i$, and $\tilde{q}_i := q_i|E_i$. If $(H_0, D(q_0), q_0)$ and $(H_1, D(q_1), q_1)$ have $N$-spectral defect $\leq \varepsilon$ and $(H_1, D(q_1), q_1)$ and $(H_2, D(q_2), q_2)$ have $N$-spectral defect $\leq \varepsilon$, then $(H_0, D(q_0), q_0)$ and $(H_2, D(q_2), q_2)$ have $N$-spectral defect $\leq 2\varepsilon$.

**Proof.** Let $U_{0,2} := U_{1,2} \circ U_{0,1}$. Then

\[ |\tilde{q}_2 \circ U_{0,2} - \tilde{q}_0| \leq |\tilde{q}_2 \circ U_{1,2} \circ U_{0,1} - \tilde{q}_1 \circ U_{0,1}| + |\tilde{q}_1 \circ U_{0,1} - \tilde{q}_0| \leq 2\varepsilon. \]

We say that a quadratic form $(H, D(q), q)$ satisfies hypothesis $(\ast)$ if for some fixed $M, N$, and $\delta > 0$, the nonzero eigenvalues $\lambda_i$ of $q$ satisfy

\[ 0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N < \lambda_N + \delta \leq \lambda_{N+1} \leq M. \]

See [17, page 257].

Recall the following.

**Theorem 6.3.** ([17, Theorem I.7] and [32, Lemme 16]). Let $\eta > 0$ and $q$ be a positive quadratic form on $H$ with domain $D(q) = K_0 \oplus K_x$, where $K_0$ and $K_x$ are $q$-orthogonal subspaces. Suppose that for some $\delta, M,$ and $N$, hypothesis $(\ast)$ is satisfied for $q_0 := q|_{K_0}$ and that, for $x \in K_x$, we have:

\[ q(x) \geq C|x|^2 \]

for some constant $C$ depending only on $\delta, M, N,$ and $\eta$. Then the forms $q_0$ and $q$ have $N$-spectral defect $\leq \eta$.

**Theorem 6.4.** ([17, Theorem 1.8 and page 266] and [32, Lemme 17 and Remarque 18]). Let $H$ be a Hilbert space with norm $| \cdot |$. Let $\eta > 0$, and let $q$ and $q_m$ for each $m \in \mathbb{N}$ be positive quadratic forms on $H$ with common domain $D(q)$. Let $| \cdot |_m$ be additional norms on $H$, and assume that:

1. there are constants $C_1, C_2 > 0$ such that

\[ C_1 |x| \leq |x|_m \leq C_2 |x| + \varepsilon_m q(x)^{1/2} \text{ (with } \varepsilon_m \to 0) \quad \forall x \in H. \]

2. for all $x \in D(q)$, we have

\[ \lim_{m \to x} |x|_m = |x|. \]

3. for all $x \in D(q)$, we have

\[ q(x) \leq q_m(x), \quad \forall m \in \mathbb{N}. \]

4. for all $x \in D(q)$, we have

\[ \lim_{m \to x} q_m(x) = q(x). \]

If in addition $q$ satisfies hypothesis $(\ast)$ for some $\delta, M,$ and $N$, then there exists an $m_0$ such that for $m \geq m_0$, $q_m$ and $q$ have $N$-spectral defect $\leq \eta$. 
6.2. The approach of Colin de Verdière. Our first main result is the generalization of [17, Theorem III.1] to the case of Riemannian orbifolds. Our proof follows that of [32, Theorem 11]. We note that we make a minor change to the definition of $g_\varepsilon$ from [17], replacing $\varepsilon$ with $\varepsilon^2$, in order to be consistent with [32] and other arguments in this paper. Note that by Theorem 5.2, for any $N' > 0$, there is an $N > N'$, a $\delta > 0$, and an $M > 0$ such that hypothesis $(*)$ is satisfied for the eigenvalues of the Neumann problem on $\overline{U}$.

Theorem 6.5. Let $(O, g)$ be a closed oriented Riemannian orbifold of dimension $n \geq 3$ and let $U \subset O$ be a compact orbifold domain with interior $U$ and manifold boundary $\Theta := \partial U = \partial (O \setminus U)$. Assume that for some $\delta$, $M$, and $N$, hypothesis $(*)$ holds for the eigenvalues of the Neumann problem on $\overline{U}$. Then for any $\eta > 0$ there exists a $C^2$ metric $h_\eta$ on $O$ such that $h_\eta|_{\partial U} = g|_{\partial U}$ and such that the $N$-spectral defect of the Neumann problem on $\overline{U}$ and the Laplacian on $(O, h_\eta)$ is $\leq \eta$.

Proof. We first give a brief outline of the proof. To begin, we will define a piecewise smooth metric $g_\varepsilon$ given by shrinking $g$ on $O \setminus U$ and approximate $g_\varepsilon$ with smooth metrics $g_{m,\varepsilon}$. The first step will then be an application of Theorem 6.4 to show that for quadratic forms $q_\varepsilon$ and $g_{m,\varepsilon}$ on $H^1(O, g)$ associated to $g_\varepsilon$ and $g_{m,\varepsilon}$, respectively, the $N$-spectral defect can be made arbitrarily small for $N$ large. In the second step, we give a decomposition $K_0 \oplus K_\varepsilon$ of $H^1(O, g)$ and apply Theorem 6.3 to show that for small $\varepsilon$, the $N$-spectral defect of $q_\varepsilon$ and $q|_{K_\varepsilon}$ can be made arbitrarily small. The third step is to show that $\varepsilon$ can be chosen so that $g|_{K_\varepsilon}$ and the standard quadratic form associated to the Neumann problem on $(\overline{U}, g)$ have arbitrarily small $N$-spectral defect, also an application of Theorem 6.3. Then an application of Lemma 6.2 demonstrates that, for sufficiently large $N$ and small $\varepsilon$, the $N$-spectral defect of the Neumann problem on $(\overline{U}, g)$ and $(O, g_{m,\varepsilon})$ can be made arbitrarily small.

Fix $\varepsilon > 0$ and choose a decreasing sequence $F^\varepsilon_m \geq F^\varepsilon_{m+1}$ of positive smooth functions on $O$ such that $F^\varepsilon_m|_{\partial U} = 1$ for each $m$, $\varepsilon \leq F^\varepsilon_m(x) \leq 1$ for each $m$ and $x \in O \setminus U$, and $\lim_{m \to \infty} F^\varepsilon_m(x) = \varepsilon$ for each $x \in O \setminus U$. Define the metrics $g_\varepsilon, g_{m,\varepsilon}$ on $O$ by

$$g_\varepsilon = \begin{cases} g & \text{on } \overline{U}, \\ \varepsilon^2 g & \text{on } O \setminus U, \end{cases} \quad g_{m,\varepsilon} = (F^\varepsilon_m)^2 g.$$

(6.1)

Note that $g_\varepsilon$ is not a connected sum metric in the sense of Definition 2.5, but rather is multi-valued on the set $\Theta$, which has measure zero, and smooth on $U$ and $O \setminus U$ separately. Below, integrals on $\overline{U}$ and $O \setminus U$ will be with respect to the definition of $g_\varepsilon$ that is continuous on that piece. Moreover, the smooth metrics $g_{m,\varepsilon} := (F^\varepsilon_m)^2 g$ converge to the discontinuous metric $g_\varepsilon$ on $O \setminus \Theta$.

Let $\mathcal{H} = L^2(O, g)$ and let $D(q) = H^1(O, g)$, which will be the common domain of the quadratic forms we now define. We will use $(\varphi_1, \varphi_2)$ to denote an element $\varphi \in D(q)$ where $\varphi_1 = \varphi|_{\overline{U}}$ and $\varphi_2 = \varphi|_{O \setminus U}$. For metrics $g_\varepsilon$ and $g_{m,\varepsilon}$ on $O$, define
quadratic forms $q_\varepsilon$ and $q_{m,\varepsilon}$ on $D(q)$ by

$$q_\varepsilon(\varphi) = |\nabla g_\varepsilon \varphi|^2_{L^2(O, g_\varepsilon)}$$

$$= \int_U |\nabla g_\varepsilon \varphi_1|^2_{g_\varepsilon} \, dv_{g_\varepsilon} + \int_{O \setminus U} |\nabla g_\varepsilon \varphi_2|^2_{g_\varepsilon} \, dv_{g_\varepsilon}$$

$$= \int_U |\nabla g \varphi_1|^2_g \, dv_g + \varepsilon^{n-2} \int_{O \setminus U} |\nabla g \varphi_2|^2_g \, dv_g,$$

where the notation $| \cdot |_g$ indicates that the norm is taken using the metric $g$, and

$$q_{m,\varepsilon}(\varphi) = \int_U |\nabla g \varphi_1|^2_g \, dv_g + \int_{O \setminus U} (F_m^\varepsilon)^{n-2} |\nabla g \varphi_2|^2_g \, dv_g.$$

Define the norms $| \cdot |_\varepsilon$ and $| \cdot |_{m,\varepsilon}$ by

$$|\varphi|^2_\varepsilon = |\varphi|^2_{L^2(O, g_\varepsilon)}$$

$$= \int_U |\varphi_1|^2 \, dv_{g_\varepsilon} + \int_{O \setminus U} |\varphi_2|^2 \, dv_{g_\varepsilon}$$

$$= \int_U |\varphi_1|^2 \, dv_g + \varepsilon^n \int_{O \setminus U} |\varphi_2|^2 \, dv_g$$

and

$$|\varphi|^2_{m,\varepsilon} = |\varphi|^2_{L^2(O, q_{m,\varepsilon})}$$

$$= \int_U |\varphi_1|^2 \, dv_g + \int_{O \setminus U} (F_m^\varepsilon)^n |\varphi_2|^2 \, dv_g.$$

Since $\varepsilon \leq F_m^\varepsilon(x) \leq 1$ on $O \setminus U$, we have that $q_\varepsilon(\varphi) \leq q_{m,\varepsilon}(\varphi)$ for all $\varphi \in D(q)$. Recalling that $\lim_{m \to \infty} F_m^\varepsilon(x) = \varepsilon$ on $O \setminus U$, it follows that $g_{m,\varepsilon} \to g_\varepsilon$ pointwise on $O \setminus U$, and hence $\lim_{m \to \infty} q_{m,\varepsilon}(\varphi) = q_\varepsilon(\varphi)$ and $\lim_{m \to \infty} |\varphi|_{m,\varepsilon} = |\varphi|_\varepsilon$ for all $\varphi \in D(q)$. Finally,

$$\int_{O \setminus U} |\varphi_2|^2 \, dv_{g_\varepsilon} \leq \int_{O \setminus U} |\varphi_2|^2 \, dv_{q_{m,\varepsilon}} \leq \int_{O \setminus U} |\varphi_2|^2 \, dv_{g_\varepsilon} = \frac{1}{\varepsilon^n} \int_{O \setminus U} |\varphi_2|^2 \, dv_g,$$

implying that $|\varphi|^2_\varepsilon \leq |\varphi|^2_{m,\varepsilon} \leq \varepsilon^{-n} |\varphi|^2_\varepsilon$.

It follows that the $q_\varepsilon$ and $q_{m,\varepsilon}$ satisfy the hypotheses of Theorem 6.4 and hence that the N-spectral defect of the quadratic form $q_\varepsilon$ on $D(q) = H^1(O, g)$ associated to the metric $g_\varepsilon$ and the quadratic form $q_{m,\varepsilon}$ associated to the metric $g_{m,\varepsilon}$ can be made arbitrarily small for $m$ large. This completes the first step.

We next will apply Theorem 6.3 for suitable subspaces $K_0$ and $K_\varepsilon$ of $D(q) = H^1(O, g)$ in order to show that for small $\varepsilon$, $q_\varepsilon$ and $q_{\varepsilon,0} = q_{\varepsilon|\Theta}$ have N-spectral defect arbitrarily small. To define these spaces, first note that for $\varphi \in H^1(O, g)$, the restriction $\varphi|_\Theta \in H^{1/2}(\Theta, \delta g)$ by the Trace theorem, Theorem 3.4 (2). Let $P: H^{1/2}(\Theta, \delta g) \to H^1(O \setminus U, g)$ denote the harmonic extension operator; see Lemmas 5.5 and 5.6, and note that the harmonic extensions with respect to $g$ and $g_\varepsilon$ coincide. For $\varphi = (\varphi_1, \varphi_2) \in D(q) = H^1(O, g)$, we can express

$$(\varphi_1, \varphi_2) = (\varphi_1, P(\varphi_1|_\Theta)) + (0, \varphi_2 - P(\varphi_1|_\Theta)),$$

Note that since $(\varphi_1, \varphi_2) \in H^1(O, g)$, so are both $(\varphi_1, P(\varphi_1|_\Theta))$ and $(0, \varphi_2 - P(\varphi_1|_\Theta))$.

With this, we define

$$K_0 := \{(\varphi_1, P(\varphi_1|_\Theta)) \in D(q)\}$$
and
\[ \mathcal{K}_x := \{(0, \psi_2)\} \subset D(q). \]
Note that for \((0, \psi_2) \in \mathcal{K}_x, \psi_2|_\Theta = 0|_\Theta\) in \(L^2(\Theta, \delta g)\). By Equation (6.2), it is clear that \(D(q) = \mathcal{K}_0 \oplus \mathcal{K}_x\). Furthermore, \(\mathcal{K}_0\) and \(\mathcal{K}_x\) are \(\varepsilon\)-orthogonal. Indeed, for \(\varphi, \psi \in D(q) = H^1(O, g)\), the symmetric bilinear form \(\hat{q}_\varepsilon\) associated to \(q_\varepsilon\) is given by
\[ \hat{q}_\varepsilon(\varphi, \psi) = \frac{1}{2}(q_\varepsilon(\varphi + \psi) - q_\varepsilon(\varphi) - q_\varepsilon(\psi)). \]
By direct computation, we find using Green’s Theorem (Theorem 3.5) that
\[ 2\hat{q}_\varepsilon\left((\varphi_1, P(\varphi_1|_\Theta), (0, \psi_2))\right) = \int_{O \setminus U} \langle \Delta_g \varphi_1, P(\varphi_1|_\Theta) \rangle_{g_v} dv_{g_v} - \int_{\partial \Theta} \varphi_1 \nu(P(\varphi_1|_\Theta)) dv_{\partial g_v} + \int_{O \setminus U} \langle \Delta_g \psi_2, P(\varphi_1|_\Theta) \rangle_{g_v} dv_{g_v} - \int_{\partial \Theta} \psi_2 \nu(P(\varphi_1|_\Theta)) dv_{\partial g_v} \]
The first term vanishes because \(P(\varphi_1|_\Theta)\) is harmonic; the second because \(\psi_2\) is zero on \(\Theta\); the third vanishes by the Hodge decomposition theorem, Theorem 4.4, as \(\Delta_g \psi_2 \in \mathcal{E}^0(O \setminus U, g_v)\) and hence is orthogonal to \(P(\varphi_1|_\Theta)\); and the fourth term vanishes because \(\nu(\psi_2) = \nu(0) = 0\) by the definition of \(H^1(O, g)\). Therefore, \(\hat{q}_\varepsilon = 0\).

Now, let \(C = \varepsilon^{-2} \lambda_1^P(O \setminus U)\), where \(\lambda_1^P(O \setminus U)\) is the first nonzero eigenvalue of the Dirichlet problem on \(O \setminus U\) with respect to the metric \(g\). Recall that \(\nabla_g = (d + \delta)\) (with \(\delta = 0\) on functions) and \(\nabla_g^2 = \Delta_g\). Then by Theorem 5.4, \(\lambda_1^P(O \setminus U)\) is the infimum of the Rayleigh quotient
\[ \frac{||\nabla_g \psi_2||_{L^2(O \setminus U, g)}}{||\psi_2||_{L^2(O \setminus U, g)}} \]
where \(\psi_2\) ranges over nonzero \(C^1\) functions on \(O \setminus U\) that vanish on the boundary \(\Theta\). Thus, we have that for \(\psi = (0, \psi_2) \in \mathcal{K}_x\),
\[ q_\varepsilon(\psi) = \varepsilon^{n-2} \int_{O \setminus U} |\nabla_g \psi_2|^2 dv_g \geq \varepsilon^{n-2} \lambda_1^P(O \setminus U) \int_{O \setminus U} |\psi_2|^2 dv_g = \varepsilon^{-2} \lambda_1^P(O \setminus U) \left(\varepsilon^n \int_{O \setminus U} |\psi_2|^2 dv_g\right) = C|\psi|_\varepsilon^2. \]
As hypothesis (\#) is satisfied for the eigenvalues of the Neumann problem on \(\mathcal{U}\), it follows by Theorem 6.3 that the quadratic forms \(q_\varepsilon\) on \(D(q)\) and \(q_{\varepsilon|\mathcal{K}_0}\) on \(\mathcal{K}_0\) (both with respect to the norm \(\cdot \cdot_\varepsilon\)) have \(N\)-spectral defect arbitrarily small for small enough \(\varepsilon\). This completes the second step.

We now turn our attention to the third step. First, note that \(\mathcal{K}_0\) can be identified with \(H^1(\mathcal{U}, g)\) via the map \((\varphi_1, P(\varphi_1|_\Theta)) \mapsto \varphi_1\). Define the quadratic form
\[ q(\varphi) := \int_{\mathcal{U}} |\nabla_g \varphi|^2 dv_g \]
on \(H^1(\mathcal{U}, g)\) and the norm
\[ |\varphi|_\varepsilon^2 := |\varphi|_{L^2(\mathcal{U}, g)}^2 = \int_{\mathcal{U}} |\varphi|^2 dv_g. \]
Then \( q \) is the quadratic form associated to the Neumann problem on \( U \) with domain \( H^1(U, g) \), see Proposition 3.8 and [6, Section 3.1]. Suppose that \( \varphi = (\varphi_1, P(\varphi_1|_\theta)) \in K_0 \). From Equation (6.2), it follows that the restriction \( q_{\varepsilon,0} \) of \( q_{\varepsilon} \) is given by

\[
q_{\varepsilon,0}(\varphi) = \int_U |\nabla_g \varphi_1|^2_g \, dv_g + \varepsilon^{n-2} \int_{O \setminus U} |\nabla_g P(\varphi_1|_\theta)|^2_g \, dv_g,
\]

and similarly the restriction \( |\cdot|_{\varepsilon,0} \) of \( |\cdot|_\varepsilon \) to \( K_0 \) is given by:

\[
|\varphi|_{\varepsilon,0}^2 := |\varphi|_{L^2(O, g_\varepsilon)}^2 = \int_U |\varphi_1|^2_g \, dv_g + \varepsilon^n \int_{O \setminus U} |P(\varphi_1|_\theta)|^2_g \, dv_g.
\]

To apply Theorem 6.4, fix a sequence \( \varepsilon_m \to 0 \) and consider \( q_{m,0} := q_{\varepsilon_m,0} \) and norms \( |\cdot|_{m,0} := |\cdot|_{\varepsilon_m,0} \). We note that hypotheses (2), (3), and (4) of the theorem are obviously satisfied, as is the first inequality of (1). To verify the second inequality of (1), let \( \varphi = (\varphi_1, P(\varphi_1|_\theta)) \in K_0 \). By Lemma 5.6, there is a constant \( C > 0 \) independent of \( \varphi \) such that \( |P(\varphi_1|_\theta)|_{H^1(O \setminus U, g)} \leq C |\varphi_1|_{H^{3,2}(\theta, \varepsilon)} \), i.e.,

\[
\int_{O \setminus U} |P(\varphi_1|_\theta)|^2 \, dv_g \leq |P(\varphi_1|_\theta)|_{H^1(O \setminus U, g)}^2 \leq C^2 |\varphi_1|_{H^{3,2}(\theta, \varepsilon)}^2.
\]

Then by Theorem 3.4 (2), there is a constant \( C' > 0 \) independent of \( \varphi \) such that

\[
|\varphi_1|_{H^{3,2}(\theta, \varepsilon)} \leq C' |\varphi_1|_{H^1(\overline{U}, g)}.
\]

Finally, by Gaffney’s inequality, Lemma 4.5, as \( |d\varphi|^2_{L^2(\overline{U}, g)} = q(\varphi) \) and \( \delta \varphi = 0 \), there is a \( C'' > 0 \) independent of \( \varphi \) such that

\[
|\varphi_1|_{H^1(\overline{U}, g)} \leq C'' (|\varphi_1|_{L^2(\overline{U}, g)} + q(\varphi)^{1/2}).
\]

Combining these observations and setting \( C''' = CC'C'' \), we have

\[
\int_{O \setminus U} |P(\varphi_1|_\theta)|^2 \, dv_g \leq (C''')^2 (|\varphi_1|_{L^2(\overline{U}, g)} + q(\varphi)^{1/2})^2,
\]

and hence, by a straightforward computation,

\[
|\varphi|_0 \leq |\varphi|_{m,0} \leq |\varphi_1|_{L^2(\overline{U}, g)} (1 + \varepsilon_m^{n/2} C'''') + \varepsilon_m^{n/2} C''' q(\varphi)^{1/2}.
\]

This demonstrates that hypothesis (1) of Theorem 6.4 is satisfied, and we conclude that the Neumann quadratic form \( q \) on \( U \) and the form \( q_{\varepsilon} \) restricted to \( K_0 \) have arbitrarily small \( N \)-spectral defect for sufficiently small \( \varepsilon \). This completes the third step.

With this, we conclude that, for sufficiently large \( m \) and small \( \varepsilon \), the \( N \)-spectral defect of \( q_{\varepsilon} \) and the Laplacian associated to \( g_{m,\varepsilon} \) can be made \( \leq \eta/3 \), the \( N \)-spectral defect of \( q_{\varepsilon} \) and \( q_{4\delta K_3} \) is \( \leq \eta/3 \), and the \( N \)-spectral defect of \( q_{4\delta K_3} \) and the standard quadratic form associated to the Neumann problem on \( \overline{U} \) \( \leq \eta/3 \). By Lemma 6.2, letting \( h_\eta := g_{m,\varepsilon} \), it follows that the \( N \)-spectral defect of the Laplacian of \((\overline{O}, h_\eta)\) and the Neumann problem on \( \overline{U} \) is \( \leq \eta \), completing the proof.

\[\square\]

Remark 6.6. For manifolds, Theorem 6.5 has recently been extended to the case of dimension \( n = 2 \) in [16, Theorem 2.1] using similar techniques to those above.
6.3. The approach of Rauch and Taylor. We now consider an alternate method to approach the question of convergence of eigenvalues following the work of Rauch and Taylor [36]; see also [2, 3, 4, 6, 12, 13].

In [36], Rauch and Taylor proved that when we remove a ball of radius \( \varepsilon \) from a Euclidean domain and endow the newly-formed boundary with Dirichlet or Neumann conditions, the eigenvalues of the resulting \( \varepsilon \)-Laplacian acting on functions tend, as \( \varepsilon \to 0 \), to the eigenvalues of the Laplacian on the original domain. This result has been extended to removing small open balls in compact, connected manifolds [12, 13], tubular neighborhoods of submanifolds [2], the Laplacian acting on differential forms in these settings [3, 4], and non-compact complete manifolds with infinitely many balls removed [6]. Here, we are interested in the following.

Let \((O, g)\) be a closed oriented Riemannian orbifold with Laplace eigenvalues \( \lambda_k(O, g) \). Suppose that \( p \in O \) is an isolated singular point and \( \varepsilon > 0 \) is small enough so that \( B(p, \varepsilon) \) contains no other singularities. Let \( U_\varepsilon = O \setminus B(p, \varepsilon) \), and then we obtain eigenvalues \( \lambda_k^N(U_\varepsilon, g|_{U_\varepsilon}) \) of the Laplacian acting on functions on \( U_\varepsilon \) with Neumann boundary conditions.

**Theorem 6.7.** Let \((O, g)\) be a closed oriented Riemannian orbifold of dimension \( n \geq 2 \). With notation as above, we have for \( k = 0, 1, 2, \ldots \),

\[
\lim_{\varepsilon \to 0} \lambda_k^N(U_\varepsilon, g|_{U_\varepsilon}) = \lambda_k(O, g).
\]

**Proof.** This result is proven by a direct generalization of the corresponding result for manifolds given in [2, Section 2]. First, one establishes the corresponding result for Dirichlet eigenvalues, \( \lim_{\varepsilon \to 0} \lambda_k^D(U_\varepsilon, g|_{U_\varepsilon}) = \lambda_k(O, g) \), see also [12, Proposition (N)], implying that \( \lim \sup_{\varepsilon \to 0} \lambda_k^N(U_\varepsilon, g|_{U_\varepsilon}) \leq \lambda_k(O, g) \). For the opposite inequality, Amné defines a family of extension operators \( P_\varepsilon : H^1(U_\varepsilon, g|_{U_\varepsilon}) \to H^1(O, g) \) given by harmonic extension from \( \delta B(p, \varepsilon) \) to \( \overline{B(p, \varepsilon)} \), see Lemma 5.6 and [6, Definition 4.1 (iii)], and demonstrates that \( |P_\varepsilon| \) is bounded independently of \( \varepsilon \). It follows that for a sequence \( \varepsilon_p \to 0 \), if \( \varphi_k(\varepsilon_p) \in H^1(U_\varepsilon, g|_{U_\varepsilon}) \) are orthonormal eigenfunctions corresponding to the \( \lambda_k^N(U_\varepsilon, g|_{U_\varepsilon}) \), there is a subsequence such that \( P_{\varepsilon_p} \varphi_k(\varepsilon_p) \) is weakly convergent in \( H^1(O, g) \), and, by Rellich’s theorem, norm convergent in \( L^2(O, g) \). Hence, \( \lim_{p \to \infty} P_{\varepsilon_p} \varphi_k(\varepsilon_p) \) is an eigenfunction for \( \Delta_g \) on \( H^1(O, g) \) corresponding to eigenvalue \( \lim_{p \to \infty} \lambda_k^N(U_\varepsilon, g|_{U_\varepsilon}) \), implying that \( \lim_{p \to \infty} \lambda_k^N(U_\varepsilon, g|_{U_\varepsilon}) \geq \lambda_k(O, g) \). \( \square \)

7. Approximating the spectrum on forms

The goal of this section is to prove Theorem 7.1, an analogue of Theorem 6.5 for the case of the Laplacian acting on differential forms, generalizing [32, Théorème 11] to orbifolds. To begin, recall from Section 5.1 that for a closed oriented Riemannian orbifold \((O, g)\) of dimension \( n \), \( \lambda_{p,k}(O, g) \) denotes the eigenvalue spectrum of the Laplacian acting on \( p \)-forms and \( \mu_{p,k}(O, g) \) denotes the spectrum of the Laplacian on coexact \( p \)-forms. Recall that the spectrum of the Laplacian on \( p \)-forms for all \( p = 0, 1, \ldots, n \) is determined by the spectrum on coexact \( p \)-eigenforms for \( p = 0, 1, \ldots, (n - 1)/2 \); see Remark 5.1.

Recall [39, Theorems 1 and 2] that de Rham cohomology generalizes readily to orbifolds and is canonically isomorphic to the singular cohomology of the underlying space. Following [32], define the quotient vector space

\[
H^p(U/O) := \left\{ \omega \mid \omega \in \Omega^p(U), \ d\omega|_{\overline{U}} = 0 \right\} / \left\{ \omega|_{\overline{U}} \mid \omega \in \Omega^p(O), \ d\omega = 0 \text{ on } O \right\},
\]
where \( \overline{U} \subset O \) is a compact orbifold domain with interior \( U \) and smooth manifold boundary \( \Theta := \partial U = \partial (O \setminus U) \). We then have the following generalization of [32, Théorème 11].

**Theorem 7.1.** Let \((O, g)\) be a closed oriented Riemannian orbifold of dimension \( n \geq 3 \) and let \( \overline{U} \subset O \) be a compact orbifold domain with interior \( U \) and smooth manifold boundary \( \Theta := \partial U = \partial (O \setminus U) \). Then there exists a sequence of metrics \( g_m \) such that

1. \( \lim_{m \to \infty} \operatorname{Vol}(O, g_m) = \operatorname{Vol}(O, g) \).
2. Letting \( s_p \) denote the dimension of the cohomology group \( H^p(U/O) \), we have for \( p \leq \lfloor (n-3)/2 \rfloor \) that \( \lim_{m \to \infty} \mu_{p,k}(O, g_m) = 0 \) when \( k \leq s_p \), and \( \lim_{m \to \infty} \mu_{p,k+s_p}(O, g_m) = \mu_{p,k}(O, g) \) when \( k \geq 1 \).
3. In addition, if for \( 1 \leq p \leq \lfloor (n-3)/2 \rfloor \) the \( \mu_{p,k}(U, g) \) satisfy hypothesis \((*)\) for some \( \delta \), \( M \), and \( N \), then for every \( \varepsilon > 0 \), there exists an \( m \) such that the \( N \)-spectral defect of the Laplacians on \( O \) and \( \overline{U} \) with respect to the metric \( g_m \), and with Neumann boundary conditions on \( \overline{U} \), is \( \leq \varepsilon \).

As stated in [32, p.973], Theorem 7.1 does not hold for \( p = \lfloor (n-1)/2 \rfloor \). Note that as in Section 6.2, hypothesis \((*)\) is satisfied for arbitrarily large \( N \).

The Laplacian \( \Delta_g \) commutes with both \( d \) and \( \delta \) and hence sends exact forms to exact forms. Therefore, applying Theorem 5.3 to the case of a closed orbifold so that the boundary conditions are vacuous yields the following; see [32, Proposition 8].

**Proposition 7.2.** Let \((O, g)\) be a closed oriented Riemannian orbifold of dimension \( n \). The eigenvalues and eigenspaces of the restriction of the Laplacian to the space of exact forms are those of the quadratic form \( g(\omega) = |\omega|_{\Omega^p(O,g)}^2 \) relative to the norm \( |\omega|_g = \inf_{d\varphi = \omega} |\varphi|_{\Omega^p(O,g)} \).

We can now proceed with the proof of Theorem 7.1, which closely follows that of Jammes in [32, Théorème 11] and is similar to the proof of Theorem 6.5. We therefore summarize the proof, making note of the places where one must check that the argument continues to hold for orbifolds.

**Proof of Theorem 7.1.** As in the proof of [32, Théorème 11], fix \( \varepsilon > 0 \) and define the metrics \( g_\varepsilon \) and \( g_{m,\varepsilon} \) on \( O \) as in Equation (6.1). The three main steps of the proof are the same as those carried out for functions in the proof of Theorem 6.5 above. The first step is to show that for fixed \( \varepsilon \), \( g_\varepsilon \) can be approximated by a smooth metric \( g_{m,\varepsilon} \) so that as \( m \to \infty \), the \( N \)-spectral defect between the quadratic forms associated to \( g_\varepsilon \) and \( g_{m,\varepsilon} \) can be made arbitrarily small. The proof of this step for orbifolds is identical to that given in [32].

The second and third steps of the proof require that we decompose the space \( \mathcal{E}^{p+1}(O) \) of exact \((p+1)\)-forms into subspaces \( \mathcal{K}_0 = \mathcal{K}_1 \oplus \mathcal{K}_2 \) and \( \mathcal{K}_\varepsilon \). As explained in [32], the decomposition ultimately rests on [32, Proposition 6], which provides the existence of a coexact primitive with minimal \( L^2 \)-norm for every exact form in \( \mathcal{E}^{p+1}(O) \). Because we have shown that the Hodge decomposition theorem holds for orbifolds, Theorem 4.4, the proof of [32, Proposition 6] carries directly to the orbifold setting, and the classes in \( H^p(U/O) \) can be represented by forms that
are harmonic on $U$. Thus, the decomposition of $\mathcal{E}^{p+1}(O)$ into $K_{0} \otimes K_{X}$ with $K_{0} = K_{1} \otimes K_{2}$ can be carried out for orbifolds exactly as for the manifold case as explained in Jammes.

From here, the second step uses Theorem 6.3 to show that for small $\epsilon$, $Q$ and $Q_{1K_{0}}$ have $N$-spectral defect arbitrarily small. The third step then uses Theorem 6.4 to show that $Q_{1K_{0}}$ and $g_{1|\overline{\Omega}}$ have $N$-spectral defect arbitrarily small. With the decomposition of $\mathcal{E}^{p+1}(O)$ into $K_{0} \otimes K_{X}$ established, the proofs of the second and third steps carry verbatim from [32]. Finally, by an application of Lemma 6.2, we conclude that the statement of Theorem 7.1 holds.

8. Collapsing connected sums

We now apply Theorems 6.5 and 6.7 in the case of functions and Theorem 7.1 in the case of forms to create sequences of orbifolds whose Laplace spectra approach that of a manifold, and vice versa. We begin with the following construction.

Let $(O_{i}, g_{i})$, $i = 1, 2$, be closed oriented Riemannian orbifolds, both of dimension $n \geq 3$. After possibly scaling $g_{1}$ or $g_{2}$, we may assume for both $(O_{1}, g_{1})$ and $(O_{2}, g_{2})$ that the injectivity radius is greater than 2. For a point $x_{i} \in O_{i}$, denote by $B(x_{i}, r)$ the open ball of radius $r$ about $x_{i} \in O_{i}$. Choose a point $p_{1} \in O_{1}$ such that $p_{1}$ is either nonsingular or an isolated singular point. Choose a point $p_{2}$ in $O_{2}$ such that the boundary of $B(p_{2}, 1)$ contains no singular points. We assume for simplicity that within a neighborhood of $B(p_{i}, 2)$, the metric $g_{i}$ is Euclidean (see [5, p. 548]).

Again by rescaling, we may further assume that for $i = 1, 2$, the ball $B(p_{i}, 2)$ is completely contained within a single orbifold chart centered at $p_{i}$ for $i = 1, 2$.

We now construct the connected sum $O_{\epsilon}$ of $O_{1}$ and $O_{2}$. Let $O_{i}(r) = O_{i} \setminus B(p_{i}, r)$ and suppose that $\epsilon < 1$. If $S^{n-1}(r) \subset \mathbb{R}^{n}$ denotes the sphere of radius $r$ with the standard metric $h_{r}$ inherited from the Euclidean metric on $\mathbb{R}^{n}$, then letting $\partial O_{i}(r)$ denote the boundary of $O_{i}(r)$ with inherited boundary metric $\hat{g}_{i}$, by our hypothesis that $g_{i}$ is Euclidean on $B(p_{i}, 2)$, we see that $(\partial O_{1}(\epsilon), \hat{g}_{1})$ is isometric to $(S^{n-1}(\epsilon), h_{\epsilon})$ and $(\partial O_{2}(1, \epsilon^{2}\hat{g}_{2}))$ is isometric to $(S^{n-1}(1, \epsilon^{2}h_{1}).$ Furthermore, $(S^{n-1}(\epsilon), h_{\epsilon})$ can be mapped isometrically to $(S^{n-1}(1, \epsilon^{2}h_{1})$ via the restriction of the map $\varphi_{\epsilon} : (\partial O_{1}(\epsilon), \hat{g}_{1}) \rightarrow (\partial O_{2}(1, \epsilon^{2}\hat{g}_{2}))$, allows us to create the connected sum of $(O_{1}, g_{1})$ and $(O_{2}, \epsilon^{2}g_{2})$ by excising balls about $p_{1}$ and $p_{2}$ and identifying the boundaries of $(O_{1}(\epsilon), g_{1})$ and $(O_{2}(1, \epsilon^{2}g_{2})$ via $\varphi_{\epsilon}$ so that the resulting sum is oriented. Call this connected sum $(O_{\epsilon}, g_{\epsilon})$, where

$$g_{\epsilon} = \begin{cases} g_{1} & \text{on } O_{1}(\epsilon), \\ \epsilon^{2}g_{2} & \text{on } O_{2}(1). \end{cases}$$

Under this construction, $(O_{\epsilon}, g_{\epsilon})$ is a closed, smooth, oriented orbifold, and the metric $g_{\epsilon}$ is a connected sum metric in the sense of Definition 2.5 that is not differentiable along the glued boundary. Hence, the spectrum of the Laplacian $\Delta_{\epsilon}$ associated to $g_{\epsilon}$ satisfies the hypotheses of Theorem 5.9.

After using this construction in Sections 8.1 through 8.3 to produce sequences of orbifolds with singular points (resp. manifolds) whose Laplace spectra converge to that of a manifold (resp. orbifold with singular points), in Section 8.4 we use Theorem 6.5 to generalize to orbifolds a result of Colin de Verdière about prescribing the first $N$ elements of the spectrum.
8.1. Collapsing for the Laplacian acting on functions. We now show that with the construction of \((O_\varepsilon, g_\varepsilon)\) as above, as \(\varepsilon\) tends to zero, there is a family of metrics on \(O_1\) agreeing with \(g_1\) on \(O_1\) so that the eigenvalues of the Laplacian acting on functions on \(O_\varepsilon\) tend to those of \(O_1\) with its original metric.

**Theorem 8.1.** Let \((O_i, g_i), i = 1, 2,\) be closed oriented Riemannian orbifolds of dimension \(n \geq 3\) and for each \(\varepsilon > 0, \) let \((O_\varepsilon, g_\varepsilon)\) denote the connected sum as described above. Let \(\eta > 0\) and let \(N > 0\) be an integer. There exist \(\varepsilon > 0\) and a smooth metric \(h_{\eta, \varepsilon, N}\) on \(O_\varepsilon\) with \(h_{\eta, \varepsilon, N}|_{O_1(\varepsilon)} = g_1|_{O_1(\varepsilon)}\) and such that for all \(k = 0, 1, \ldots, N,\)

\[
|\lambda_k(O_\varepsilon, h_{\eta, \varepsilon, N}) - \lambda_k(O_1, g_1)| < \eta.
\]

**Proof.** By Theorem 6.7, we have for each \(k \geq 0\) that \(\lim_{\varepsilon \to 0} \lambda^N_k(O_1(\varepsilon), g_1|_{O_1(\varepsilon)}) = \lambda_k(O_1, g_1)\) where we recall that \(\lambda^N_k(O_1(\varepsilon), g_1|_{O_1(\varepsilon)})\) denotes the \(k\)th eigenvalue of the Neumann problem on \((O_1(\varepsilon), g_1|_{O_1(\varepsilon)})\) and \(\lambda_k(O_1, g_1)\) denotes the \(k\)th eigenvalue of the Laplacian on \((O_1, g_1)\). Hence, for fixed \(\eta > 0\) and \(N > 0\), there exists \(\varepsilon > 0\) such that the \(N\)-spectral defect of the Neumann problem on \((O_1(\varepsilon), g_1|_{O_1(\varepsilon)})\) and the Laplacian on \((O_1, g_1)\) is less than \(\eta/2\).

As \(\lim_{k \to \infty} \lambda_k(O_1, g_1) = \infty\) by [15, Proposition 3.2], there are \(M, N' \gg N,\) and \(\delta > 0\) such that hypothesis (*) holds for the \(\lambda_k(O_1, g_1)\). Then by decreasing \(\varepsilon\) if necessary, hypothesis (*) holds as well for the \(\lambda^N_k(O_1(\varepsilon), g_1|_{O_1(\varepsilon)})\) (with \(2M, N',\) and \(\delta/2\)). Then there exists by Theorem 6.5 a metric \(h_{\eta, \varepsilon, N}\) on \(O_\varepsilon\) with \(h_{\eta, \varepsilon, N}|_{O_1(\varepsilon)} = g_1|_{O_1(\varepsilon)}\) such that the \(N\)-spectral defect of the Laplacian on \((O_\varepsilon, h_{\eta, \varepsilon, N})\) and of the Neumann problem on \((O_1(\varepsilon), g_1|_{O_1(\varepsilon)})\) is less than \(\eta/2\). Thus, it follows that the \(N\)-spectral defect of the Laplacian on \((O_\varepsilon, h_{\eta, \varepsilon, N})\) and the Laplacian on \((O_1, g_1)\) is less than \(\eta\) as desired. 

As a special case of Theorem 8.1, we prove the existence of a sequence of orbifolds with singular points whose Laplace spectra converge to that of a smooth manifold.

**Theorem 8.2.** For each \(N > 0\) and \(m \geq 2,\) there is a sequence \(\{(O^i, h^i)\}_{i \in \mathbb{N}}\) of \(2m\)-dimensional closed oriented orbifolds with singular points and a closed oriented manifold \((M, g)\) such that as \(i \to \infty,\) the Laplace spectra of \((O^i, h^i)\) converge to that of \((M, g)\) in the sense that for all \(k = 0, 1, \ldots, N,\)

\[
|\lambda_k(O^i, h^i) - \lambda_k(M, g)| < 1/i.
\]

**Proof.** In the construction above, let \((O_1, g_1) = (M, g)\) where \((M, g)\) is a closed oriented Riemannian manifold and take \((O_2, g_2)\) to be an orbifold with singular points such that the singular set of \(O_2\) lies outside \(B(p_2, 1)\). Let \(\eta = 1/i\). By Theorem 8.1, there exists \(\varepsilon_{1/\ell} > 0\) and metric \(h_{1/\ell, \varepsilon_{1/\ell}, N}\) on \(O_{1/\ell}\) such that for all \(k = 0, 1, \ldots, N,\)

\[
|\lambda_k(O_{1/\ell}, h_{1/\ell, \varepsilon_{1/\ell}, N}) - \lambda_k(M, g)| < 1/\ell.
\]

By shrinking if necessary, we may assume \(\varepsilon_{1/(\ell + 1)} < \varepsilon_{1/\ell} < 1/\ell\) for each \(\ell.\) Then take \((O^i, h^i) = (O_{1/\ell}, h_{1/\ell, \varepsilon_{1/\ell}, N}).\)

Finally, let us note that for every \(m \geq 1,\) there is a compact \(2m\)-dimensional orbifold with a single singular point. When \(m = 1,\) the well-known teardrop is such an example. To see this for \(m \geq 2,\) let \(s, a_1, \ldots, a_t\) be positive integers such that \(s \geq 2\) and \(\text{gcd}(s, a_i) = 1\) for each \(i.\) Recall that the lens space \(L(t, a_1, \ldots, a_t)\) is the quotient of \(S^{2t+1} \subset \mathbb{C}^{t+1}\) by the action of \(\mathbb{Z}_s\) generated by \((z_1, \ldots, z_{t+1}) \mapsto (\zeta^{a_1} z_1, \ldots, \zeta^{a_t} z_t, \zeta z_{t+1})\) where \(\zeta\) is a primitive \(s\)th root of unity. By [38, Theorems...
4.4, 4.10, and 4.16], there exists for each \( t \geq 1 \) a lens space \( L(t, a_1, \ldots, a_\ell) \) that is the boundary of an oriented manifold \( M \) that is compact by construction. Letting \( B(t, a_1, \ldots, a_\ell) \) denote the orbifold given by the quotient of the closed unit ball \( \mathbb{B}^{2t+2} \subset \mathbb{C}^{t+1} \) by the same action and noting that \( B(t, a_1, \ldots, a_\ell) \) has a single singular point with isotropy \( \mathbb{Z}_s \), we have \( \partial B(t, a_1, \ldots, a_\ell) = L(t, a_1, \ldots, a_\ell) \). Hence, identifying \( \partial M \) with \( \partial B(t, a_1, \ldots, a_\ell) \) yields a closed, oriented orbifold with a single singular point as claimed.

With this, suppose that \((O_1, g_1)\) is an oriented orbifold with a single singular point \(p_1\). If we excise a neighborhood about \(p_1\) and take the connected sum with a manifold \((M, h)\) in place of \((O_2, g_2)\), an argument identical to the proof of Theorem 8.2 yields the following.

**Theorem 8.3.** For each \( N > 0 \) and \( m \geq 2 \), there is a sequence \( \{(M^\ell, h^\ell)\}_{\ell \in \mathbb{N}} \) of 2\(m\)-dimensional closed oriented manifolds and a closed oriented orbifold \((O, g)\) with a single singular point such that as \( \ell \to \infty \), the spectra of \((M^\ell, h^\ell)\) converge to that of \((O, g)\) in the sense that for all \( k = 0, 1, \ldots, N \),

\[
|\lambda_k(M^\ell, h^\ell) - \lambda_k(O, g)| < 1/\ell.
\]

**8.2. Another approach to collapsing for functions.** As in Section 8.1, we consider again the relationship between the eigenvalues of the Laplacian acting on functions on \(O_1\) and on \(O_2\). If we relax the condition that the metric on \(O_1\) be the original metric \(g_1\), we achieve the following using only Theorem 6.5.

**Theorem 8.4.** Let \((O_i, g_i), i = 1, 2, \) be closed oriented Riemannian orbifolds of dimension \( n \geq 3 \) and let \((O_\varepsilon, g_\varepsilon)\) denote the connected sum as described above. Let \( \varepsilon > 0 \), \( \eta > 0 \), and let \( N > 0 \) be an integer. There is a smooth metric \( h_{\eta, \varepsilon, N} \) on the connected sum \( O_\varepsilon \) and a smooth metric \( g_{\eta, \varepsilon, N} \) on \( O_1 \) such that \( h_{\eta, \varepsilon, N}|_{O_1(\varepsilon)} = g_{\eta, \varepsilon, N}|_{O_1(\varepsilon)} = g_{\|O_1(\varepsilon)}, \) i.e., all three metrics coincide on \( O_1(\varepsilon) \), and such that for all \( k = 0, 1, \ldots, N \),

\[
|\lambda_k(O_\varepsilon, h_{\eta, \varepsilon, N}) - \lambda_k(O_1, g_{\eta, \varepsilon, N})| < \eta.
\]

**Proof.** Considering \( O_1(\varepsilon) \) as a subset of the smooth orbifold \( O_\varepsilon \), extend the metric \( g_{\|O_1(\varepsilon)} \) arbitrarily to a smooth metric \( \tilde{g}_\varepsilon \) on \( O_\varepsilon \). As in the proof of Theorem 8.1, as \( \lim_{\varepsilon \to 0} \lambda_k(O_\varepsilon, \tilde{g}_\varepsilon) = \infty \), by increasing \( N \) if necessary, there is a \( \delta \) and \( M \) such that hypothesis (\( \ast \)) holds for the \( \lambda_k(O_\varepsilon, \tilde{g}_\varepsilon) \), hence for the \( \lambda_k^N (O_1(\varepsilon), g_{\|O_1(\varepsilon)}) \). Applying Theorem 6.5 to the smooth metric \( \tilde{g}_\varepsilon \) on \( O_\varepsilon \) with \( U = O_1(\varepsilon) \subset O_\varepsilon \), there is a smooth metric \( h_{\eta, \varepsilon, N} \) on \( O_\varepsilon \) that agrees with \( g_{\|O_1(\varepsilon)} \) on \( O_1(\varepsilon) \) such that the \( N \)-spectral defect of the Neumann problem on \((O_1(\varepsilon), g_{\|O_1(\varepsilon)})\) and of the Laplacian on \((O_\varepsilon, h_{\eta, \varepsilon, N})\) is less than \( \eta/2 \). Similarly, applying Theorem 6.5 to the smooth metric \( g_{\|O_1(\varepsilon)} \) on \( O_1 \) with \( U = O_1(\varepsilon) \subset O_1 \), there is a smooth metric \( g_{\eta, \varepsilon, N} \) on \( O_1 \) that agrees with \( g_{\|O_1(\varepsilon)} \) on \( O_1(\varepsilon) \) such that the \( N \)-spectral defect of the Neumann problem on \((O_1(\varepsilon), g_{\|O_1(\varepsilon)})\) and \((O_1, g_{\eta, \varepsilon, N})\) is less than \( \eta/2 \). It follows that the \( N \)-spectral defect of the Laplacian on \((O_\varepsilon, h_{\eta, \varepsilon, N})\) and the Laplacian on \((O_1, g_{\eta, \varepsilon, N})\) is less than \( \eta \), completing the proof.

Using the same logic as for Theorems 8.2 and 8.3 together with Theorem 8.4, we have the following two results.

**Theorem 8.5.** For each \( N > 0 \) and \( m \geq 2 \), there is a sequence \( \{(O^\ell, h^\ell)\}_{\ell \in \mathbb{N}} \) of 2\(m\)-dimensional closed oriented orbifolds with singular points, a closed oriented
manifold $M$, and a sequence $g^t$ of metrics on $M$ such that as $t \to \infty$, the spectra of $(O^t, h^t)$ and $(M, g^t)$ converge in the sense that for all $k = 0, 1, \ldots, N$,
\[ |\lambda_k(O^t, h^t) - \lambda_k(M, g^t)| < 1/t. \]
Moreover, the metrics $g^t$ converge pointwise to a smooth metric $g$ on the complement of a point in $M$.

**Theorem 8.6.** For each $N > 0$ and $m \geq 2$, there is a sequence $\{ (M^t, h^t) \}_{t \in \mathbb{R}}$ of $2m$-dimensional closed oriented manifolds, a $2m$-dimensional closed oriented orbifold $O$ with a single singular point, and a sequence of metrics $g^t$ on $O$ such that as $t \to \infty$, the spectra of $(M^t, h^t)$ and $(O, g^t)$ converge in the sense that for all $k = 0, 1, \ldots, N$,
\[ |\lambda_k(M^t, h^t) - \lambda_k(O, g^t)| < 1/t. \]
Moreover, the metrics $g^t$ converge pointwise to a smooth metric $g$ on the complement of the single singular point in $O$.

### 8.3. Collapsing for the Laplacian acting on forms

In this section, we observe that using Theorem 7.1, we may extend the results of Section 8.2 to the spectrum of the Laplacian acting on forms. Specifically, we have the following.

**Theorem 8.7.** Let $(O_\ell, g_\ell)$, $i = 1, 2$, be closed oriented Riemannian orbifolds of dimension $n \geq 3$ and for each $\varepsilon > 0$, let $(O_\varepsilon, g_\varepsilon)$ denote the connected sum as described above. For $1 \leq p \leq \lceil (n - 3)/2 \rceil$ and each $\varepsilon > 0$, $\eta > 0$, and integer $N > 0$, there is a smooth metric $h_{\varepsilon, \eta, N}$ on the connected sum $O_\varepsilon$ and a smooth metric $g_{\eta, \varepsilon, N}$ on $O_\ell$ such that
\[ h_{\eta, \varepsilon, N}|_{O_1(\varepsilon)} = g_{\eta, \varepsilon, N}|_{O_1(\varepsilon)} = g_{1}|_{O_1(\varepsilon)}, \text{ i.e., all three metrics coincide on } O_1(\varepsilon), \text{ and such that for all } k = 0, 1, \ldots, N,
\[ |\lambda_{p, k}(O_\ell, h_{\varepsilon, \eta, N}) - \lambda_{p, k}(O_1, g_{\eta, \varepsilon, N})| < \eta. \]

The proof is identical to that of Theorem 8.4, except that we apply Theorem 7.1 in place of Theorem 6.5. Note that by Theorem 5.2, $\lim_{k \to \infty} \lambda_{p, k}(O_1(\varepsilon), g_{1}|_{O_1(\varepsilon)}) = \infty$ so that by increasing $N$ if necessary, there is a $\delta > 0$ and $O$ such that the $\lambda_{p, k}(O_1(\varepsilon), g_{1}|_{O_1(\varepsilon)})$ satisfy hypothesis (*). With this, we can again apply the methods used to prove Theorems 8.5 and 8.6 to obtain the following.

**Theorem 8.8.** For each $N > 0$ and $m \geq 2$, there is a sequence $\{ (O^t, h^t) \}_{t \in \mathbb{R}}$ of $2m$-dimensional closed oriented orbifolds with singular points, a closed oriented manifold $M$, and a sequence $g^t$ of metrics on $M$ such that as $t \to \infty$, the spectra of the Laplacian acting on $p$-forms, $1 \leq p \leq \lceil (n - 3)/2 \rceil$, on $(O^t, h^t)$ and $(M, g^t)$ converge in the sense that for all $k = 0, 1, \ldots, N$,
\[ |\lambda_{p, k}(O^t, h^t) - \lambda_{p, k}(M, g^t)| < 1/t. \]
Moreover, the metrics $g^t$ converge pointwise to a smooth metric $g$ on the complement of a point in $M$.

**Theorem 8.9.** For each $N > 0$ and $m \geq 2$, there is a sequence $\{ (M^t, h^t) \}_{t \in \mathbb{R}}$ of $2m$-dimensional closed oriented manifolds, a $2m$-dimensional closed oriented orbifold $O$ with a single singular point, and a sequence of metrics $g^t$ on $O$ such that as $t \to \infty$, the spectra of the Laplacian acting on $p$-forms, $1 \leq p \leq \lceil (n - 3)/2 \rceil$, on $(M^t, h^t)$ and $(O, g^t)$ converge in the sense that for all $k = 0, 1, \ldots, N$,
\[ |\lambda_{p, k}(M^t, h^t) - \lambda_{p, k}(O, g^t)| < 1/t. \]
Moreover, the metrics $g^t$ converge pointwise to a smooth metric $g$ on the complement of the singular point in $O$. 
8.4. Prescribing a finite part of the spectrum via collapsing. In this section, we briefly discuss the question of prescribing the first $N$ nonzero eigenvalues of the Laplacian of a closed oriented orbifold. We appreciate the suggestion from an anonymous referee that these results be included here.

The main result of [17] is that for any closed manifold $M$ of dimension $n \geq 3$ and any positive integer $N$, there is a Riemannian metric on $M$ such that the first nonzero eigenvalue of the Laplacian of $(M, g)$ acting on functions has multiplicity $N$. This was later generalized to show that the first $N$ eigenvalues of $M$ can be prescribed to be any positive values, see [18], and was generalized in [32] to the case of the Laplacian acting on $p$-forms for $1 \leq p < n/2$ when $n \geq 6$.

Here, we indicate how these results can be extended to the case of closed orbifolds. For simplicity, we restrict to the case of the Laplacian acting on functions. Succinctly, Colin de Verdière’s approach involves embedding a graph or surface with the desired spectrum into the manifold, extending the metric globally while maintaining a small $\epsilon$-spectral defect, and then using the weak Arnold’s hypothesis (see below) to show that the metric on the graph or surface can be perturbed so that the spectrum of the resulting Laplacian on $M$ obtains the desired values. This approach extends directly to the orbifold case by using Theorem 6.5 and performing the embedding away from the singular set.

Choose $0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N$. By [18, Section 2], there is a compact neighborhood $B$ of $b_0 := (\lambda_1, \ldots, \lambda_N) \in \mathbb{R}^N$, a closed surface $S$, and a family of metrics $(g_b)_{b \in B}$ on $S$ satisfying the weak Arnold’s hypothesis (WAH). Specifically, let $E_b$ denote the $b$-eigenspace of the Laplacian $\Delta_b$ associated to the metric $g_b$, let $\mathcal{Q}(E_b)$ denote the space of real quadratic forms on $E_b$, and let $\Phi : B \to \mathcal{Q}(E_{b_0})$ be the map that assigns to each $b \in B$ the quadratic form on $E_{b_0}$ associated to $\Delta_b$ via the natural isometry of $E_b$ onto $E_{b_0}$. Then $\Phi(b_0)$ satisfies WAH relative to the family $(\Delta_b)_{b \in B}$ if $\Phi$ is essential at $\Phi(b_0)$, meaning that there is an $\eta > 0$ such that for all continuous $\Psi : B \to \mathcal{Q}(E_{b_0})$ with $\|\Psi - \Phi\|_{L^\infty(B)} < \eta$, $\Phi(b_0)$ is in the image of $\Psi$. See [20, Section 1] for more details.

Now, let $O$ be a closed oriented orbifold of dimension $n \geq 3$. By embedding $S$ into an orbifold chart at a nonsingular point of $O$, we may define an embedding $\iota : S \to O$ such that a tubular neighborhood $U$ of $\iota(S)$ is an orbifold domain that does not intersect the singular set of $O$. For each $b \in B$, define a metric $g_b$ on $U$ as a product metric with $g_b$ on $\iota(S)$ so that the first $N$ nonzero eigenvalues of the Neumann problem on $U$ are given by $b$. Then by Theorem 6.5, there exists for each $b \in B$ a smooth metric $g^O_b$ on $O$ that extends $g_b$ and such that the $N$-spectral defect of the Neumann problem on $U$ and the Laplacian on $(O, g^O_b)$ is $\leq \eta/2$. Moreover, following the proof of Theorem 6.5, we may by shrinking $B$ if necessary choose the $g_b$ and approximating functions $F_x^\varepsilon$ uniformly for each $b \in B$ so that the $g^O_b$ coincide on $O \setminus U$. Let $\Psi : B \to \mathcal{Q}(E_{b_0})$ assign to each $b \in B$ the quadratic form associated to the Laplacian of $(O, g^O_b)$ acting on the eigenspace of the first $N$ nonzero eigenvalues, which we identify with $E_{b_0}$ via the natural isometry, and then $\Psi$ is continuous. Hence $\|\Psi - \Phi\|_{L^\infty(B)} < \eta$, which implies that there is a $b \in B$ such that $\Psi(b) = \Phi(b_0)$. That is, the first $N$ nonzero eigenvalues of the Laplacian on $(O, g^O_b)$ are given by $b_0 = (\lambda_1, \ldots, \lambda_N)$. We summarize this observation with the following.

Theorem 8.10. Let $0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N$ be real numbers, and let $O$ be a closed oriented orbifold of dimension $n \geq 3$. Then there exists a Riemannian metric $g$ on
O such that the first $N$ nonzero eigenvalues of the Laplacian on $(O, g)$ are given by the $\lambda_1, \ldots, \lambda_N$.
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